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Course Overview

» | ecture 1.

o General overview (Gunter)
~ = lecture 2.
-~ » Core technology (Feiyu)
-~ » | ecture S.
o Machine L_earning for Named Entities (Gtinter)

o | ecture 4.
o Learning Template Filling Rules (Feiyu)

» [ ecture 5.
e Advanced topics (Felyu & Gunter)
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Introduction; Part 1

» What is |[E?

= Applications of |E
~ = |E tasks
~ * Evaluation
e MUC
- ACE
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Basic Terms & Examples

nformation: Extraction from NL texts

» Data vs. Information

-+ NLP as nermalization
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Infiermation; Extraction (1E)

~ The goal of |E researchiis to build systems that
-~ find and link relevant information from:NL text
—Ignoring Irrelevant information.

Core Functionality
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« Templates coding set of instantiated
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e.g..company, product, relevant text fragments

medical information (normalized to a canonical

¢ - A form)
o set of-realworldtexts /
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Example: Terrorists actions

Salvadoran-President-elect-Afredo Cristiani- condemned-the
L : |
terrorlstkllllngofAttorneyGeneraIRobertoGarmaAIvarado@

and accused the Farabundo Marti National Liberation Front

‘EMLN) of crime.

KILLING
Jterrorist”

Incident:

Perpetrator:
Confidence: L
Human Target: ,Roberto Garcia

Alvarado”

Incident: KILLING

B Perpetrator: FMLN
Confidence: Accused by Authorities

Bl Human Target:

Incident:
Perpetrator:

Confidence:

Alvarado
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Example: Company:'s turnover

Lubeck (dpa) - | Die | Clibecker Possenl=Grup ne, eln 1m

Produktions-, Handel- und Dienstleistungsbereich tatiger
Mischkonzern, hat den Umsatz kraftig um 17 Prozent

Ai O a ..l. as A aya a
\_J \J @ 29 A @

Im U7 hatten sich die Umsatze des Konzerns

im Vergleich zur Vorjahresperiode um fast 23 Prozent auf
e )

turnover turnover
Possehl 1 Possehl 1
1994 ; 1995/1

2.8e+9DM 1.3e+9DM

+ ; +

+17% +23%
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Interpretation of NIL-documents

Information Extraction ({E)

System (static, pre-defined)

System (dynamic, facts/relations)

Intelligent Information Extraction, Esslli Summer School 2004
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e tasks are well defined

* |E uses real-world text

* |E poses difficult and interesting NLP' pronlems

* |E needs interface specifications between NL and

domain knewledge

IE periormance can be compared to human

performance on the same task

,JE systems are a key factor in encouraging NLP

researchers to move from small-scale systems and

artificial data to large-scale systems operating on

human language.” (Cowie&lehnert, 1996)
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IE has a high Application Impact

|E Interacts withi a number of areas |

|
= Text classification: —  getting fine-grained decision rules-

-« |nformation retrieval: — construction of sensitive-indices-which-
. |

are more closely linked to the actual
meaning of a text

* Text mining: improve guality of extracted structured
information

—» Data-base systems: — improve semi-structured DB approaches

» Knowledge-base systems: combine extracted information with KB

*  Question Answering: combine |E and full parsing

Intelligent Information Extraction, (‘; Esslli Summer School 2004
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indexed documents
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IE Improeves retrieval

query

? Search engine

rrrr. retrieved documents
A\ 4

IE core system

IE-re-ranked documents
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Manual construction of:

» domain ontology on hasis

of linguistic information

extracted from texts —

» domain lexicon which is |

used in next acquisition

Statistical

cycle

evaluation &

visualization

~ Domain «

~ lexicon

Construction of
ontology

= Ontology

~H .‘-v
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IE, Data Mining, Trext Mining

e | = (from text documents)

identify, collect, and normalize prespecified
Information of a specific domain

o Data Mining  (from structured DB)
Information extraction and discovering of

- relational links

o Jext Mining (from text documents)

data mining using domain-independent

shallow text processing

nformation Extraction,




NL System as a Preprocessor
for |E & Text/[Data mlnlng

linguistic entities Text/Data

oy Mining
documents Robust NLP

Tokenization

Lexical Processing

Gram. Fct.
Reference resolution

Information
Extraction

relations are known

e
-

sSHi-Summer S




Data - Knowledge - Infermation

o Main task of an information system

» Maintain knowledge in digitilised form as
data

e Provide knowledge as useful infermation to
a user




Data — Knowledge - Information

nformation = Data

Knowledge.

Data:
o recorded facts or figures

Knowledge:
e understanding required to convert data into

N

iormation and to apply. it tor rea

e |nformation:

=WOr

d situations

of knowledge

» {he value derived from data through: the application
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Data vs. Knoewledge
26081749

uence

Time expression game result
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Digitall Camera

Olympus C-750 Ultra Zoom
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Knowledge vs. Information
—+» Knpowledge:

—a model-of-the world-(structural-and functional-properties of
the real world)
— » |nformation:

» |s that part of knoewledge which:is-used-to-solve a certain
problem (Infermation System view).

s nformation only exists in concrete problem situations (,VWhat
~— Isthe new email address of Dan?).
- ¢ |nformation systems extract that knowledge ,just in
~ Uime®, a user needs In context ofi a given situation.
e [fthe information search is done, then the information is
-~ unnecessary.

»  Seen so, information need not necessarily be stored; only if
- Itis new knowledge. In this case information: turned to
knowledge.

Intelligent Information Extraction, (":Q; Esdlli Summer School 2004
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Information

* |nformation theory (Shannon):

~ the Information content of a message depends on its
propability.

 [nformation:

~—« that part of a message which is new (low degree of
redundancy), and interpretable (low degree of noise)

» |nformation only exists relative to an information

—_consumer/request

— + |nformation must be interpreted relative toralready.

existing information

» There Is no communication without information
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NLP as normalization

o [person-in: type_of._person_name]
= Core problem for building IE systems

o |dentify. general mapping between text fragments and:
template descriptions

— » |E as normalization:

¢ Determine all possible textual paraphrases for an object

» Close relationship to the problem: of lexical choice
iIn Natural Language Generation

Intelligent Information Extraction, F Esslli Summer School 2004
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NL analysis as step-wise

‘normalization

T okenization

— 0/11.2001, 11/9/2000' =

{day: 9, menth: 11, year: 2000}

—+» Morphological analysis:
o Determination of lexical stems

* Inflection

supporting = to support
Héauser = haus

o German compounds

Informationstechnologiezentrum =
{Information, Technologie, Zentrumj}

ntelligent Information Extracti
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NL analysis as step-wise
normalization

o Special phrases (Word groups):

-~ + date and time expressions:

18:12.96-und Friday, December the 16th-1998

~<type=date; year=1998, month=12, day=18;

Weekaay=s>

e proper names: persons, institutions, companies,

ocations, products, ...

—AUMber expressions, addresses, mathematical

expressions, ...

ettigent tnformation Extraction,
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L analysis as step-wise
0 -m ization

Gene hL Ses:
phrases, prepositional phrases,

é e ecr:f omy
fOr, 6O ﬁz<h@3ﬁ%ﬁ5ﬁ
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Underspec:lfled functional description; for
Sentences

|pyDie- Siemens- GmbH] [ hat] [, 1988][ysenen-Gewinn] {spvon-150-Millionen-DMJ,

N|eompell] {ypdie-Auftrage] {spim-Vergleich] {szum-Vorjahr] {;qum-13%] [ygestiegen-sind:

— “The siemens company-has-made-a-revenue-of- 150-million-marks in-1988, since-the

~orders increased by 13% compared to last year.”

Subj

Obj
Siemens {1988, von(150M)} steigen

Gewinn

AlE L gent 1 NTOormatl Orl

Neumann & Xu




Complexity of |E

Deep then
few languages

(o) All\mal DS I
()

structure

deep
A

N
||‘

L anguage

Many languages &
~ domains
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EXtraction Systems

» Knowledge engineering approach
o Grammars are constructed by hand

-~ expert through: introspection and Inspection of a

corpus

» Much' laborious tuning and ,hill climbing*

— » Automatically Trainable Systems

o Use statistical methods when possible

o |_earn rules from annotated corpora

e | earn rules from Interaction with user

eliigent Tnformation Extraction, (C’ sshHi Summer
Neumann & Xu




Knowledge Engineenng

» Advantages

~— » With skill'and experience, good performing
systems are conceptually-not hard to develop

» [he best performing systems have been hand
crafted (still true for scenario patterns)

~ ¢ Disadvantages
o \ery laboerious develepment process
o Domain adaptation might require re-configuration

e Needs experts which have both, linguistic &
domain expertise

eliigent Tnformation Extraction, (C’ sshHi Summer
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Trainable Systems

-~ » Advantages
o Domain portability. is relatively: straightforward
o System expertise Is not required for customization
- » Data driven rule acquisition ensures full coverage
of-examples
-~ » Disadvantages

o [raining data may-not exist, and -maybe very.
expensive to acquire

o |Large velume of training data may-be required

o« Changes to specifications may requirere-
annotation of large guantities of training data

eliigent Tnformation Extraction, (C’ sshHi Summer
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What works best?

- Use rule-based approach » Use trainable

when approach when
« Resources (e.g., lexicons,lists) o Resources

~—  areavallable—— ghavailaple
___+ Rule writers are_available e« Noskilledrule

» Training data scarce or writers are available

expensive to-obtain
— » Extraction specs likely to
change

| - - o Good performance is:
~— « Highest possible performanceis
er?jgm adeguate for the task

o [raining data Is
cheaprand plentiful-—

ettigent tnformation Extraction,
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SySstems

4

» Domain-independent NL toels necessary.
o Major Issue: robustness & efficiency.

~ « Clean interface between domain-independent
'00ls and domain-dependent

» Domain moedeling
o Main T-ask: disambiguation
o Easy adaptation of NL tools

ettigent tnformation Extraction,
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Evaluation

» How can we compare human and
~ system perfermance?

» How can we measure and compare
____different methods?

— » WWhat can we learn for future system

uilding?

ettigent tnformation Extraction,
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Evaluation Eorums for |E

~» Message Understanding Conference MUC
~— « [anguages considered:
» English, Chinese, Spanish, Japanese
o FEirst round: 1987

» Automatic Content Extraction ACE

e Languages considered
e+ English, Chinese, Arabic
» Pilot phase: 1999, Start phase: Oct. 2000

ettigent tnformation Extraction,
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Conference (MUC)

o Sponsored by the Defense Advanced Research

~ Projects Agency (DARPA)

- Developed methods for formal evaluation of |[E systems

-~ = In the form: of a competition

o participants compare their results with each other and

against humanrannotators” key templates.

~* Short system preparation: time to: stimulate portanili
-~ to-new extraction problems:

» 1 month to adapt the system to the new scenario before the

formal run.

ettigent tnformation Extraction,
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MUC: Evaluation procedure
_» Corpus ofi training texts
o Specification of the |E task

» Specification of the form: ofi the reguired
output
o Keys:

e ground truth-numan: produced responses in output
format

Evaluation procedure
e Blind test

o System performance automatically scored against
keys

eliigent Tnformation Extraction, (C’ sshHi Summer [
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MUC Trasks

» MUC-1 (87) and MUC-2 (89)
~ * Messages about naval operatons
— « MUC-3 (91)rand MUC-4 (92)

— News articles about terrorist activity:

« MUC-5 (93)
 News articles about joint venture and microelectronics
» MUC-6 (95)

» News articles about management changes

~ + MUC-7(97)

« News articles about space vehicle and missile launches

ettigent tnformation Extraction,
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Events — Relations - Arguments

~  Examples of events or relationships Examples of their arguments/siots

Terrorist attacks (MUC-3)
_ | (example.corpus/output-file)

Incident_Type, Date , Location,
Perpetrator, Physical_Target,

“Human_Target, Effects, Instrument

Changes in corporate executive
management persennel (MUC-6)

Post, Company, InPerson,
OutPerson,VVacancyReason,OldOrga
nisation, NewOrganisation

~Space vehiclesand missile launch- Vehicle_Type, Vehicle_Owner,

events (rocket launches) (MUC-7)

Vehicle_Manufacturer,
Payload_Type, Payload Func,

~Paylead_Owner,Payload_Origin,Payl—

~oad_Target, Launch, Date, Launch——

~Site, Mission Type, Mission Function,
etc.




Evaluation Metrics

* Precision and recall:

— * Precision: Correct answers/answers proauced
~+ Recall: correct answers/total pessible answers
= F-measure

o \WWhere [51s a parameter representing relative

Importance of P & R: — )
_\L° +1)PR

F =

(2P +R)
e F.g., =1, then P&R equal weight, =0, thenonly P~
~_» Current State-of-Art: E=.60 barrier

ettigent tnformation Extraction,
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MUC Extraction Trasks

» Named Entity task (NE) —
‘emplate Element task (TE)
‘emplate Relationitask (TR,
- = Scenario Template task (ST)
~ *» Co-reference task (CO)

Neumann & Xu




Named Entity’ Task (NE)

Mark into the

iext each string that

represents a person, organization, or
ocation name, or a date or ti
‘Currency or percentage

classifica

ion of NEs
specific domain and task).

reflec

ime,ora |
figure (this

he MUC-7

S |
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Template Element Task (TE)

EXxtract basic information related to
.~ organization, person, and artifact
entities, drawing evidence from
everywhere in the text (TE consists In
generic objects and slots for a given
scenario, but Is unconcerned with
relevance for this scenario)

Neumann & Xu




Template Relation task (TR)

~ Extract relational infermation on
employee_of, manufacture_of, location._ of
~ relations etc. (TR expresses domain-
~___Independent relationships between entities

identified by TE)

PERSON
NAME : Giinter Neumann

ORGANIZATION
NAME : DFKI
DESCRIPTOR : research institute _
CATEGORY : GmbH &

U
Neumann & Xu




Scenalio femplate task (ST)

- EXxtract prespecified event infermation anc

-~ relate the event information to particular

- Organization, person; or artifact entities (Si
- |dentifies domain and task specific entities
- and relations)

Neumann & Xu




\

ORGANIZATION

ORGANIZATION

PRODUCT
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Coreference task (CO)

Capture information en corefering
~__expressions, I.e. all mentions of a given
entity, Including those marked in NE
and TE (Nouns, Noun phrases,
~_ Pronouns)

Neumann & Xu




An Exam p I e From: Tablan, Ursu, Cunningham, eurolan 2001

ralnch |6|

of D
Id BPn
U I'\J

Wk 1 I & LA 4 g T \ar /& -""'-J L g i\

Dr. Big Head Dr. Head is a staff scientist at

| In
ckets h

\V Pin
\'A'/ U

a¥a
s,

-~ NE: red rocket, Tuesday, Dr. Big IHead, Dr. IHeaa,
and We Build Rockets Inc.

~ & CO: itrefers to the rocket; Dr. Head and Dr. Big Head
are the same

» TE: the rocket Is shiny red and Head's brainchild
-~ *» [R:Dr. Head works forWe Build Rockets Inc.
-+ ST: arocket launching event eccured with the various

participants.

ntelligent Information Extraction &2 Esdli Summer School 2004 |
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Scoring templates

~ * [emplates are compared on a slot-
-~ slot basis
~— e+ Correct:  response = key
o Partial: response = key
o |ncorrect:  response # key.
o Spurieus:  keyIs blank
» QVergen=spurious/actual
e Missing:  response Is blank

ettigent tnformation Extraction,
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Tasks evaluated iIn MUC 3-7

-
N\
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Names in English
Names from audio
Names in J apanese o @ 0%

Names in Chmese e 15% word error
e »
Relations I /

y— I aa ,—/‘ ‘

e A . | .
«  Event extraction I Question Answering

Progress In Infermation Extraction

There have been many evaluations of natural language components...




Partially hased en Deuglas Appelt, 2003

— *» “Automatea Content Extraction™

-~ = Develop core infermation extraction technolegy by
focusing on extracting specific semantic entities and
- relations over a very wide range of texts.

-+ Corpoera: Newswire and broadcast transcripts; but

broad range of tepics and genres.

o Third person reports
— e |nterviews

» Topics: foreign relations, significant events, human interest,

Sports, weather

» Discourage highly domain- and genre-dependent
solutions

ntetfigent information Extraction,
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Tfhe Trechnical Approeach

_ ACE Engine
Newswire Detect:

| eEntities
*Relations
eEvents

Y Newspaper B =0 &=

= Degraded > OUtpUt XML
= records for all
mentions

&= Broadcast
News

» ASR

ettigent tnformation Extraction,
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» Objectives
o Extract Info from Texts ofi Varying Quality
. D . ties. relations

* Find all mentions within documents

» Collect all mentions by object
o [rack entities within & across documents

o Output XML for follow-on processes

» Performance Goals
e Extract 95% of the value in document

&)

ntetfigent information Extraction,
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Gathering

» |nformation content is main interest of human language text
o Semantics drives infermation gathering
-~ Syntax Is the vehicle for organizing the infermation

s ACE systems provide NL understanding

~+» Detect each entity, relation, and event of specific type
o Recognize all mentions of entities, relations & events

« Resolve all mentions to the proper entity, relation, or event

-~ + Convert information In human language Into structured data

— Extract semantics of communication

o Output in ACE program format

s Structured data supports real world modeling & analysis

ntetfigent information Extraction,
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» Entities - Individuals in the world that are mentioned in a text

= Simple entities: singular objects

o Collective entities: sets of objects of the same type where

the set Is-explicitly mentioned-in the text

~ = Atftributes - Timeless unary-properties:of entities (e.g. Name)

o Temporal points and intervals

¢ Relations - Properties that hold of two entities over a time

— LY AV

» Events - A particular kind ofi relation among entities implying a

~ change In relation state at the end of the time interval.

ntetfigent information Extraction,
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 Linguistic Mention
o A particular linguistic phrase
o Denotes a particularentity, relatien, erevent

» A noun phrase, name; or possessive pronoun-——

» A verb, nominalization, compound nominal, or other
—— linguistic construct relating other linguistic mentions

— + [ Inguistic Entity
» Equivalence class of mentions with same meaning

o Co-referring noun phrases

» Relations and events derived from different mentions, but
conveying the same meaning

ettigent tnformation Extraction,
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Semantics

» Ordinary native speakers should be able to annotate
-~ text withrminimal training.
— = People should-have well-developed intuitions-about—
- type classification

s |S a“museum” an erganization or facility? (A FOG?)

s People should have well-developed intuitions about
—entity coreference

~__« Entities should be extensional, not abstract, generic,
counterfactual, or fictional

ettigent tnformation Extraction,
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Annotation Standards

» Documents available online
» hittp://WwWw.ldc.upenn.edu/Projects/ACE/

o Entity standards
e Relations standards

» Proposed: event standards still- under
development

ettigent tnformation Extraction,
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TThe ACE Ontology

s Persons

o A natural kind, and hence self-evident
Organizations

o Should have seme persistent existence that
transcends-a-mere set of individuals
Locations
o Geographic places with no-associated-governments
Facilities
Geopolitical Entities

» Geographic places with associated gevernments

ettigent tnformation Extraction, 6 <sHi- Summer School 2004
Neumann & Xu




Types of Linguistic Mentions

« Name mentions

o TThe mention USES a pProper name to refer to the

- entity

— + Nominal mentions

o [he mention s a noun _phrase whose head Is a

common noun

— » Pronominal mentions

~— = Themention:is a headless noun phrase, or a noun

phrase whose head IS a pronoun, or a PoSSessive

pronoun

ettigent tnformation Extraction,
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Entity: and Mention Example

[COLOGNE, !Germanv!; (AP) [/ [Chilean] 1as filed a complaint
- : {Cm@* ffffff aggugng i

of deorlvmo ot personal liberty and causing
bedflyham%auﬂﬂg fffff - arrestanatorture.

Entity

Neumann & Xu




Relations

» Relations hold between two entities over a

- time interval.

-~ » Relations may be “timeless™ or temporal

— |nterval is not specified

-~ » Relations have inertia, I.e. they den't chang
~ Unless a relevant event happens.

ettigent tnformation Extraction,
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Explicit and Implicit Relations

» Many relations are true in the world. Reasonable
~ knowledge bases used by extraction systems will
— |nclude many-of these relations. Semantic analysis.
_____requires focusing on certain ones that are directly:
motivated by the text.

-+ Example:
« Baltimore is in-Maryland is:in-United States
o “Baltimore, MD”

e Text mentions Baltimore and United States. Is there a
relation between Baltimore and United States?

ettigent tnformation Extraction,
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Another Example

s Prime Minister Tony Blair attempted to
convince the British' Parllament or the
~ necessity of intervening in Iraq.

o |s there a role relation specifying Tony
~ Blair as prime minister of Britain?
~ * Atest: arelation is implicit inthe text if
ne text provides convincing evidence
hat the relation actually holds.

Neumann & Xu




Explicit Relations

o Explicit relations are expressed by certain
surface linguistic forms
- » Copular predication - Clinten was the president.
* Prepositional Phrase - The CEO of Microsoft...
- Preneminal modification - TThe American envoy...
o Possessive - Microsoft's chiefscientist...
o SVO relations - Clinton:arrived in-Tel-Aviv...

e Nominalizations - Anan’s visit to Baghdad...
o Apposition - Tony Blair, Britain’s prime minister...

eliigent Tnformation Extraction, (C’ sshHi Summer
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Types of ACE Relations

 ROLE - relates a person to an erganization or a

~ geopoliticalentity =

o Subtypes: member, owner, affiliate, client, citizen

» PART - generalized containment

e Subtypes: subsidiary, physical part-of, set membership

~— = AT - permanent and transient locations

o Subtypes: located, based-in; residence

» SOC - social relations among persons

o Subtypes: parent, sibling, spouse, grandparent, associate

ettigent tnformation Extraction,
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Event Types (preliminany)

» Movement

e Travel, visit, move, arrive, depart ...

o [ransfer

o Glve, take, steal, buy, sell...

» Creation/Discovery.

* Birth, make, discover, learn; invent...

e

ruction

* die, destroy, wound, kill, damage...

ettigent tnformation Extraction,
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Summany.

s Motivation for a semantic theory: Is a practical

one driven by database filling needs

Pick a limited ontology of core concepts, and

ouIld out, motivated by application neeads

~ *» Address a broad spectrum of semantic

roblems, but frem a limited ontology that

-~ sSimplifies data annotation: ISSUEes.

ettigent tnformation Extraction,
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