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Abstract. In our everyday lives, bits of important information are lost due to 
the fact that our brain fails to convert a large portion of short term memory into 
long term memory.  In this paper, we propose a framework that uses an eye-
tracking interface to store pieces of forgotten information and present them 
back to the user later with an integrated head mounted display (HMD).  This 
process occurs in three main steps, including context recognition, data storage, 
and augmented reality (AR) display.  We demonstrate the system’s ability to 
recall information with the example of a lost book page by detecting when the 
user reads the book again and intelligently presenting the last read position back 
to the user. Two short user evaluations show that the system can recall book 
pages within 40 milliseconds, and that the position where a user left off can be 
calculated with approximately 0.5 centimeter accuracy.  

1 Introduction 

It has been long known that humans often fail to convert short term memory into long 
term memory, and are inherently forgetful.  We often mistakenly judge certain events 
as being unimportant, but which turn out to be important at a later time or in a differ-
ent context.  To help cope with this memory deficiency, technology has been used as 
a form of cognitive offloading to assist and sometimes even function as a substitute 
for memory intensive tasks.  Good examples include digital calendars, reminder sys-
tems, life logging applications, and the use of search engines for information not 
committed to long term memory [1], [4], [7], [8].  Our research builds on this idea by 
augmenting memory through the use of eye-tracking and an AR display as shown in 
Figure 1.  When a user returns to the situation in which a memory occurred, eye gaze 
can be used to detect context and more accurately present the user with previously 
stored information.  Eye tracking is first used to identify a user’s point of attention 
and to outline an area for recognition, such as text or an environmental object.  That 
text or object is then inserted into a database along with relevant tags such as date, 
time and location. “Memories,” represented by an array of contextual and temporal 
tags in the database, can be recalled later with keyword searches or object detection 
triggers.  
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Fig. 1. Hardware setup showing A) 3D printed connector, B) outward facing camera, C) head 
mounted display, and D) inward facing eye-tracking cameras 

Examples of applications of this technology include recalling items such as forgot-
ten page numbers in documents, the location of misplaced keys, or patient informa-
tion prior to surgery.  Interfaces such as this one also have the potential not only for 
consumer use, but for use with clinical patients suffering from memory related ill-
nesses such as vascular dementia or Alzheimer’s disease.  In addition to describing a 
general framework that facilitates the encoding of temporal events into digital form, 
we describe the hardware setup shown in Figure 1 and specific software implementa-
tions within the framework.  These implementations include a system that can help a 
user recall a lost book page and a system that can encode an event, such as placing 
one’s keys on a desk, into the database for later recall.  Though a variety of imple-
mentations within this framework are possible, we chose page recollection and simple 
event storage since they are prime examples of how this framework can translate to 
practical application. To our knowledge, this is the first attempt at introducing a com-
bination of eye-gaze interaction and AR into this kind of memory assistive model.    

2 Prior Work 

2.1 Research on Memory and Context 

One widely explored field of research related to memory is that of physical systems 
that serve as memory aids.  One such example is the SenseCam, which takes inter-
mittent photos throughout the day and serves as a retrospective memory aid [4].  
Detailed studies using the SenseCam show that memory can be improved by review-
ing images taken by the system, especially long term memory [13].  A similar device 
called the EyeTap has been used as a form of capturing life experiences and sharing 
these experiences with others [7].  Although a large number of other software memo-
ry aids such as calendars and reminder systems are available, a majority of them only 
exist as mobile or smartphone based applications.  Several systems are also available 
that utilize sensor data in order to extract context.  One such system by Belimpasakis 
proposes a client-server platform that enables not only life logging, but richer social 



284 J. Orlosky et al. 

 

experiences by extracting more meaningful contextual information from data [1].  
The above systems all have the potential to be combined with or improved by various 
models for memory and decision making, such as those proposed by Hutter et al. [5].  
They also fall into the broader goal of creating a complete database of all life events 
[2]. 

2.2 Eye Gaze and Augmented Reality  

Another set of closely related studies are those which use computer vision and eye 
tracking for context recognition.   One major branch is the study of object recogni-
tion, which can be conducted using hysteresis, feature tracking, and other algorithms 
[6], [16].  This type of method can help with context recognition since it has the po-
tential to extract semantic information from objects in one’s environment.   In addi-
tion to recognizing objects, location can also be extracted using gaze and other sen-
sors [14]. In conjunction with HMD systems, activity can also be recognized using 
other types of mobile sensors [12].  Once context, location, or other relevant content 
has been determined, information visualization methods can be used to place the in-
formation in a relevant location in the environment [10].  This can prevent informa-
tion from becoming a distraction, and can make recalled information easier to view.  
Our framework uses a combination of elements from life logging, context recognition, 
memory models, and AR in order to assist users with event recall.   

3 Hardware Design and Setup 

We first construct a 3D gaze tracking system combined with an HMD that does not 
require the use of external tracking or projection hardware. The device is composed of 
a pair of eye tracking goggles, custom 3D printed attachment, and HMD. The devices 
are all connected, and can be calibrated as a single system.  

3.1 Hybrid Eye Tracker and HMD 

To start, we needed an apparatus for eye and vergence tracking that could be used 
simultaneously with a head mounted display placed near the user’s eye. We decided 
to use a pair of SMI Eye Tracking Goggles, which can be worn like glasses and leave 
enough room to attach an HMD. The HMD part of our system consists of an 800 by 
600 pixel AirScouter HMD, which includes digital input via USB and depth control.  
The focal depth can be set from 30 centimeters (cm) to 10 meters (m). 

In order for gaze to be measured appropriately in the HMD, a user’s eye conver-
gence must be consistent and eye tracking hardware must provide enough accuracy to 
ensure consistent gaze on a target object of interest.  In addition, we needed a way to 
make sure that the distance between the tracker and HMD would remain at the same 
during use.  To ensure these conditions, we created a 3D printed fastener that fixed 
the distance between the prototype HMD and the eye tracker as shown in Figure 1 A.  
This setup allows for both left and right eye configurations. 
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In order to allow the HMD to align text with books or documents in the real world, 
a second calibration is used to determine the size and position of documents in the 
real world relative to the HMD camera and display screen.  This calibration is done 
by asking a user to gaze at calibration point on a specific document, allowing the 
system to determine the size of the document relative to the user’s field of view,  
thereby finalizing the entire calibration process.  

When trying to extract a user’s focus on an object or line of text, we utilize tem-
poral fixation detection [16].  Once an object or document in the environment is de-
tected, a threshold which can be set based on user preference functions as a trigger for 
encoding an event.  In the case of recalling an item, such as a book page, detection of 
a book’s cover or document title will trigger the display to output the last page or 
location viewed by the user.  Next, we describe the framework for storage and recall.  

4 Framework 

Data processing within this framework primarily occurs in one of three steps, as 
shown in Figure 3.  The first phase is interaction, where the primary sources of input 
are the position extracted from the eye-tracking interface, the environmental image 
from outward facing camera, and sensors such as GPS, accelerometer (for determin-
ing activity through methods such as those by Ravi et al.), and system time [12]. The 
second step is the encoding of this information into the database.  Input data is stored 
in the database as an array of searchable keywords, and elements like time are stored 
as a chronological array. Finally, recollection of events is triggered by user initiated 
keyword search or by recognition of current context, and relevant database entries are 
displayed back to the user through the mixed-reality display.  

 

Fig. 3. Modified design of information framework showing flow of information [15]. Original 
image courtesy of Siemens AG.  
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4.1 Gaze Interaction and Context Recognition 

The first and likely most important part of this framework is the method by which we 
recognize a user’s context.  Although there are a variety of methods used to detect 
objects in the environment such as those by Lowe et al. and Belongie et al., we use 
image retrieval for document recognition, and can also extract text in the environment 
through an optical character recognition (OCR) algorithm [2], [6]. Our system can 
also accept predefined markers as input, which provides a diverse test bed to show the 
interaction between recognizing objects in various contexts and storing/recalling in-
formation from the database. Using gaze as a form of interaction and search, we can 
recognize books, store names and locations, room numbers, and other text-based in-
formation that tends to be easily forgotten. We use marker tracking in place of object 
recognition which allows us to focus on methods for storage into the database and 
recall into the user’s current context. As an example, recognition of text on a door 
plate and a marker on a set of keys can be stored in the database as an event.  Alter-
natively, restaurant names and preferred menu items can be recognized and stored.  

4.2 Database Design and Storing Events 

Once an object or set of objects has been recognized, it must be stored in the database 
in a particular context.  One important dimension for context is time, since events 
that occur closer to one another are likely more closely related.  Time is also impor-
tant in human memory, like our ability to remember procedural tasks or sequential 
events better than randomly distributed ones.  This is the reason why many people 
must sing a song from the beginning in order to recall a particular phrase in the song.  
Other dimensions include semantic relevance, physical location, and custom input for 
more specific applications.  These dimensions can also be cross-referenced to im-
prove recall.  Though the number of dimensions could be expanded with additional 
implementations, the current database elements include 1) an event, which represents 
the essence of the memory,  2) time, which is the moment in time when the event 
occurred, 3) location where the memory occurred, 4) semantic context, which in-
cludes any available information extracted from OCR or other contextual data ex-
tracted from sensors, 5) keyword, which represents an optional additional relevant 
contextual cue, and 6) an arbitrary field for use with specific implementations, such as 
the book page recollection algorithm.  Though the mechanisms behind human memo-
ry are not fully replicated in our framework, these methods can serve as rough meta-
phor for basic storage and recall of past information.  

Database queries can be manually engaged by a user, or automated based on trig-
gers from a certain event or idea.  If a user were searching for his or her keys for 
example, he or she would input “keys” as a keyword search and would be presented 
with a list of terms from the database contextually related to the word “keys,” such as 
room numbers or objects detected in the immediate vicinity or time frame of the near-
est occurrence of keys.   This method is comparable to personal information models 
such as those proposed by Maus et al., but takes advantage of augmented reality for 
reduced interaction and faster presentation [8].  
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4.3 Information Presentation and View Management 

Once information has been recalled from the database, it must be presented to the user 
in an intelligent way so that it is in context and does not induce confusion.  In the 
example of finding the last sentence a user was reading in a certain book, simply dis-
playing the first word of the sentence in the HMD would not be enough for a user to 
find his or her place quickly.  Instead, our system uses a document image retrieval 
and projective calculation to determine the position of the book, and appropriately 
displays a notification or pointer to where the user left off in the real world.  Finally, 
view management can move resulting notifications to ensure that recalled information 
does not interfere with reading, walking, searching, or other visual tasks [10].   

4.4 Software Implementation 

Here we present a software implementation of our framework which accounts for a 
certain type of cognitive task.   Like many easily forgotten events, leaving a reading 
task without marking the page is a frequent occurrence.  By implementing one type 
of recollection method within our framework, we can solve this problem.  Using the 
same steps outlined in the framework section, this particular method detects when a 
user is reading a specific document or book, searches the database for any memories 
related to reading that particular book, and displays navigation cues to the reader to 
show the page and location where he or she last left off, as shown in Figure 4.  In 
addition to displaying the correct page, pointers show the user the direction of their 
last reading position, and a line is displayed under the last word read.  

 

Fig. 4. Images showing recognition of an incorrect page (left), correct page with bookmarked 
text located above the HMD viewing field (center), and correct position with pointer (right) 

Memory Logging and Recall Mechanisms.  To provide a visual representation of 
how entries are recalled from the database, Table 1 shows how entries from a single 
day would appear in the database, and Figure 5 shows a view through the HMD 
showing a corresponding list of results using the keyword “book” as a search string 
queried from that database.  The keyword search would be narrowed down further 
upon adding additional search strings such as time range or location.  In the case of 
visual book recognition, instead of presenting search results, the document recall  
algorithm takes over, and displays the page and navigation instructions from Figure 4.  
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Table 1. Sample database entries for a single day 

Event Keyword Time Location Context Custom 
book Moby Dick 2014-01-22:21:15 home read pg88&x36&y773 
book Moby Dick 2014-01-22:18:22 home read pg5&x120&y150 

magazine Modern Art 2014-01-22:01:34 library view null 
book Relativity 2014-01-22:10:34 school read pg200&x52&y318 

memo groceries 2014-01-22:07:21 home view null 

 

Fig. 5. Segment of an image taken through the HMD viewing screen of returned search output 

5 Evaluations of Time-to-Recall and Accuracy 

To provide a simple evaluation of book page recall, we conducted two short experi-
ments. The first was designed to measure the time it takes to recognize a page when a 
user first looks at a document, and the second was designed to determine how  
accurately the exact reading position could be measured for re-display.   

Time-to-Recall. The first experiment was conducted by asking 10 users to wear the 
display system.  Each user was then presented with both a document presented on a 
computer monitor and a printed sheet, both of which had the same size and text.  
They were then asked to read each document as if they typically would any other type 
of text, and the recall algorithm was applied to each frame throughout both reading 
tasks.  Reading angle was also measured for each participant to test whether we 
could still recall the text despite different viewpoints.  Results show that for both the 
digital and physical documents, the recognition accuracy for each frame was 100% 
for reading angles between 70° and 90°.  There was only a 0.54% decrease in accura-
cy for viewing angles between 50° and 70°.  Other informal experiments showed that 
for over 50° of deviation from vertical, accuracy of recall decreases rapidly.  Howev-
er, considering that most participants chose to read the texts at between 50° and 90°, we 
can safely assume that the method is effective for the general viewing of text.  

Reading Position Test.  In the second experiment, we asked another set of 13 users 
to read through a document and pause at four different words over the course of two 
minutes.  For each word, we measured the distance between the center of the re-
quested word and the point provided by the eye tracker.  On average, the deviation 
from each word was approximately 0.5 cm across all participants for the two minute 
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period, and showed a minor decrease in accuracy over the first minute.  This distance 
is equivalent to either one line of text in the vertical direction or one to two words in 
the horizontal direction, meaning that a user would never have to read more than one 
or two lines of text away from his or her last reading position.  With this level of 
accuracy, we can conclude that recall of page and position is effective for general use. 

6 Discussion 

In addition to the general recall of information, we have also explored the possibilities 
of the eye tracker and HMD setup for recalling patient faces and virtual display of 
patient records [15].  A generalization of this approach is the exploitation of eye 
movements in the context of more complex activities for which the role of vision has 
yet to be explored.  New application domains should take daily activities into account 
and provide for cognitive assistance in those activities. The aim of our current studies 
is to determine the potential impact of such cognitive assistance for specific user 
groups in both medical and consumer applications.  Our augmented reality setup can 
also potentially be used to interpret the center of gaze and fixations of dementia pa-
tients, which can be used to recall assistive information from the database.   

7 Conclusion 

In this paper, we propose the use of a combined eye-tracking HMD interface for de-
tecting context, storing events into a database, and virtually presenting those events 
back to the user at a later time.  Within this framework, we implement both the data-
base for storing and recalling events, and a more specific method for recognizing 
documents, which virtually projects a pointer to the last location in the real world 
where the user left off.   We then conduct two short evaluations testing the accuracy 
of document recall and reading position, finding that both are effective for practical 
use.  This system can function as a cornerstone for the development of other context 
sensing AR interfaces, and we hope it will encourage further research on memory 
assistive technology. 
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