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Introduction
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Motivation

A lot of textual data is available in the form of documents which can
be for a variety of purposes like documentation, reports and surveys,
logs etc.

Raw data is mostly useful only after extracting key information in a
structured form.

Structured data is concise, easy to store, search and retrieve for
machine as well as human consumption.

We look at the structured data extraction problem using two
techniques: Seq2Seq models and sequence tagging models.
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Applications

1 Pharmacovigilance[11] - adverse effects of prescribed drugs are
reported by patients or medical practitioners in simple day to day
language. This information is used to detect signals of adverse effects
of drugs. Thus data has to be transformed into a structured format
which is analyzed statistically for signals of adverse effects.

2 Lease Abstraction - largely manual inspection and validation of large
commercial lease documents made for real estate deals is done by
offshore experts and relevant information from the documents is
extracted into a structured form. This structured information is
further used for aggregate analytics and decision making by large real
estate firms[1].
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Example
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System Diagram
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Preprocessing and Input Generation
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Novel Aspects

1 Use of seq2seq models for information extraction.

2 Improved variants of sequence tagging models with additional
features like PoS and attention.

3 A multi-label sequence tagging model proposed.

4 Can be used for any domain where a parallel corpus of unstructured
and structured data is available.

5 With the use of DL based seq2seq and sequence tagging models, this
is a true machine learning based approach.
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Models
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Seq2Seq Model Diagram

11 / 35



Seq2Seq Model

Seq2seq models are end to end models which transform an input
sequence into an output sequence.

It consists of an encoder which takes the input and encodes it into an
intermediate representation and a decoder which takes the
intermediate representation as input and generates the output
sequence one token at a time.

Encoders and decoders structurally may be Recurrent Neural
Networks like RNN, LSTM, GRU [3, 14]) or even Convolutional
Neural Networks [7].

seq2seq models were conceived for language translation task[3, 14]),
where the input text is in one language like English and the output
which is its translation, is in another language like French.
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Sequence Tagging Model Diagram
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Sequence Tagging Model

Sequence tagging or labeling models tag all the tokens in the input
sequence.

It consists of recurrent neural network like RNN, LSTM, GRU and
Convolutional Neural Network which reads input at token level and a
conditional random field(CRF) [9] which takes as input the encoded
features and generates corresponding tags for each token.

Originally this model was tested on a variety of tasks like Part of
Speech (PoS) tagging, chunking and Named Entity Recognition
(NER) [8].
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Approach
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Baseline - Seq2seq Models

Input - Sentence

Output - String which is a series of key-value pairs corresponding to
the label-word pairs of the sentence

Experiments have been performed with different combinations of
RNN and CNN encoders and decoders.

16 / 35



Seq2seq Model Equations

z = enc(x)

ht = dec(ht−1,wt)

st = g(ht)

pt = softmax(st)

it = argmax(pt)

where, at t = 1
h0 = z

w0 = wsos
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Sequence Tagging Models

Sequence tagging model reads the input word by word and
simultaneously generates the corresponding label for the word.

The sentence is split in words by spaces and then each word is tagged
to a corresponding label. Only the first occurrence of label of a word
is considered.

If a word does not have any label then it is labeled as ’OTHER’.
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Sequence Tagging Equations

hf (t) = f (Uf x(t) + Wf hf (t − 1))

hb(t) = f (Ubx(t) + Wbhb(t − 1))

h(t) = [hf (t) : hb(t)]

y(t) = g(Vh(t))
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Modified Sequence Tagging Models

Part of Speech (PoS) tags of words are highly correlated to the
corresponding labels of each word. For example, names of persons or
locations are nouns. PoS tag embeddings are randomly initialized.
Then, word embeddings and PoS tag embeddings are concatenated
and passed as input to the bi-LSTM.

While generating label for the current word, not all the words of the
input are equally important. Words nearby to the current word are
more important as compared to words farther off from the current
word. Thus, every word has different importance or weight while
generating the label of current word. This word level weight on the
input sentence is known as self-attention.
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Multi-label Sequence Tagging model
At the output layer, instead of using softmax we use sigmoid which
normalizes each of the label prediction scores between 0 and 1
independently. Hamming loss is defined as the fraction of wrong labels to
total number of labels.
Let yt be the vector of true labels and yp be the vector of independent
probabilities of predicted labels. Then hamming loss (HL) is computed as
follows:

HL = yt XOR yp

HLdiff = average(yt ∗ (1 − yp) + (1 − yt) ∗ yp)

Let a word have true labels as [1, 0, 0, 1] and the model predicts the labels
[0.9, 0.1, 0.2, 0.9], then hamming loss in this case is computed as
avg([1, 0, 0, 1] ∗ [0.1, 0.9, 0.8, 0.1] + [0, 1, 1, 0] ∗ [0.9, 0.1, 0.2, 0.9]) or
avg(0.1 + 0.1 + 0.1 + 0.2) or 0.125. It is a loss value, so better models
have lower hamming loss.
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Related Work
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Related Work

Traditional Methods using Parsing and Rules

Relationship extraction from raw text using dependency parse tree
based methods [4, 13].

Rule based methods [6, 2]

Information Extraction using Deep Learning Techniques

Joint entity and relation extraction model [12]

Attention based encoder-decoder model [5]
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Experiments & Results
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Experiment Details

Used Wikipedia Infobox dataset [10] 1.

It consists of total 728, 321 biographies, each having the first
Wikipedia paragraph and the corresponding infobox, both of which
have been tokenized.

Given a paragraph or unstructured data, we try to generate the
corresponding infobox or structured data.

The dataset is split into three parts in the ratio 8:1:1 for train,
validation and test.

1https://github.com/DavidGrangier/wikipedia-biography-dataset
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Results

Table: Baseline Results - Seq2Seq Model

Model Accuracy % Perplexity

CNN Encoder Decoder 63.34 5.78
LSTM Encoder Decoder 68.42 3.95
LSTM Encoder Decoder with PoS 69.60 3.45

Table: Sequence Tagging Results

Model Accuracy % F1 Score %

biLSTM-CRF 79.34 65.00
biLSTM-CRF with PoS & Attention 82.82 62.32
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Single-label Results

philip mond is an award-winning dutch film director and cinematographer .
name name OTHER OTHER OTHER OTHER occupation occupation OTHER occupation OTHER

w. lamont was a scottish footballer who played as a right winger .
name name OTHER OTHER OTHER OTHER OTHER OTHER OTHER OTHER position position OTHER

renan luce born 5 march 1980 , paris is a french singer and songwriter .
name name OTHER birth date birth date birth date birth place birth palce OTHER OTHER OTHER occupation OTHER occupation OTHER
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Multi-label Results

Table: Multi-Label Results

Word Labels

begziin article title name
yavuukhulan article title image name
, OTHER
1929-1982 OTHER
was OTHER
a OTHER
mongolian nationality language
poet occupation
of OTHER
the OTHER
communist OTHER
era OTHER
that OTHER
wrote OTHER
in caption
mongolian nationality language
and OTHER
russian language
. OTHER
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Conclusions & Future Work
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Conclusions & Future Work

Used multiple variants of sequence tagging models to extract
structured data from unstructured data.

Large publicly available dataset of Wikipedia Biographies has been
used to convert the information available in paragraphs into
structured format of infoboxes. However our models are generic and
not dependent on the Wikipedia Infobox dataset. It should give
similar results for any other similar dataset.

Sequence tagging models further improved with additional features
like PoS tags and attention.

Multi-label sequence tagging model gave more complete results by
giving multiple labels of words.

In future we plan to experiment with other variations of the models
and also try data of different domain.
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