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03¢/ Part-of-Speech Tagging |

e Task: given a sequence of input tokens and a tag set (a set
of symbols), assign each word the most appropriate tag

e Example:
Sie protestierten gegen den Abbau von Arbeitsplatzen
PPER  VVFI N APPR ART NN APPR NN 3.
e Problems:
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03¢/ Part-of-Speech Tagging |

e Task: given a sequence of input tokens and a tag set (a set
of symbols), assign each word the most appropriate tag

e Example:
Sie protestierten gegen den Abbau von Arbeitsplatzen
PPER  VVFI N APPR ART NN APPR NN 3.
e Problems:

» Fix tokenization and tag set

» Multiple possible tags for one word e.g,
porotestieren: VWFI N, WI NF der: ART, PDS, PRELS

Probabilistic POS Tagging — p.2/26



3¢/ Part-of-Speech Tagging I

e Rule based tagging: Write rules manually (mostly regular
expressions)
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e Rule based tagging: Write rules manually (mostly regular
expressions)

e Statistical tagging: Get the most probable sequence of
tags, given the input sequence as evidence
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)FLlE Part-of-Speech Tagging |I
e Rule based tagging: Write rules manually (mostly regular

expressions)

e Statistical tagging: Get the most probable sequence of
tags, given the input sequence as evidence

e Transformation based tagging: a machine learning method
trying to combine the previous ones

e Statistical tagging needs a corpus of sentences annotated
with the correct tags

e \With this corpus, a special kind of weighted automaton,
called hidden Markov model, is produced

¢ Finding the most probable assignment boils down to
finding the “best” path through the automaton
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)FL Recap: Probability Theory |

Throw a dice three times. How probable is it to get at least one
Six?
e \We have a finite Sample Space : A set of elementary
outcomes, e.g., {One, Two, Three, Four, Five, Six}

e An event A Is a subset of the sample space, e.g., “the
outcome is less than Four” {One, Two, Three}

e A probability measure P is a function from events (i.e.,
elements of P(£2)) to the set of real numbers in [0, 1] with
the following properties:

» ()< P(A) <1foreachevent ACQ
> P(Q)) =1
» ANB=0= P(AuB)=P(A)+(B) (Additivity)
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1347 Recap: Probability Theory II

e Two events are independent, < P(AN B) = P(A) - P(B)

e The probability for A if we know that B has occurred is
called conditional probability P(A|B)

> P(A|B) = P}féglf) . the updated probability if given B has

occurred

» P(A) Is often called prior, P(A|B) posterior probability
(knowing B)

» If A and B are independent:

PAIB) = "y = Ppiy = P(A)
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03¢/ Recap: Probability Theory I

P(A) - P(B|A)
P(B)

e Useful if P(B|A) Is easler to determine than P(A|B)
e Bayes Decomposition:
P(AiNAyN...NA,)
= P(A,JA1NAN...NA,1)-P(AiNn...NA, 1)
— P(AuJAiN...NA,1)-P(As1]AiN...NAps)-
P(AiN...NA,s)

e Bayes Rule: P(A|B) =

H;L:l P(A@‘Al ... N Ai—l)
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1347} Stochastic Processes

e A stochastic process Is a sequence X, Xs,... X, of
elementary outcomes of Q

e A stochastic process Is said to be in state X, attime ¢

e A Markov Chain is a special stochastic process consisting
of:
» A finite set of states Q@ = {¢1,¢2,...,qn}
» A n x n transition matrix P specifying the probability of

changing from state p to ¢

» A vector v of initial state probabillities

e Markov property: the probability of being in the current
state, given all former states, depends only on the previous
state: P(q|q1,. .., q-1) = Plat|gi-1)
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)FLlE (Hidden) Markov Models

e Attribute each state in a Markov chain with a finite set of
signals X =o1,...,0m

e After each transition, a symbol from X Iis emitted with some
probability

e There is a n x m signal matrix A = [a;;], which contains the
probabilities p(s = o;|q = ¢;)

e Markov models contain a second Markov assumption: the

probability of the emitted signal only depends on the
current state

e If only the emissions are observable, but not the sequence
of states, the model is called Hidden Markov Model (HMM)
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1347} Markov Models Il

Example: Q = {q¢1,¢2} and ¥ = {a, ¢, d}

0.2 0.8 | 04 0.6 0.0

p— A— v:[l.O 0.0}
0.5 0.5 0.0 04 0.6
a C C. d

04 06 g 04 06
1.0 -
)@ > q1 ~— \)
o5 (T
0.2 0.5

Probability for emitting ¢ in the second step?
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N3¢} Markov Models Il

e What is the probability of emitting ¢; at time ¢ while being
In state ¢;7?

e Two steps:
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1347} Markov Models Il

e What is the probability of emitting ¢; at time ¢ while being
In state ¢;7?

e Two steps:
1. Probabillity of being in state ¢;, at time ¢
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1347} Markov Models Il

e What is the probability of emitting ¢; at time ¢ while being
In state ¢;7?

e Two steps:
1. Probabillity of being in state ¢;, at time ¢

X

2. Probability of emitting o; when being in state ¢;,
(remember Markov-assumption no. 2)
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1347} Markov Models Il

e What is the probability of emitting ¢; at time ¢ while being
In state ¢;7?
e Two steps:

1. Probabillity of being in state ¢;, at time ¢
X

2. Probability of emitting o; when being in state ¢;,
(remember Markov-assumption no. 2)

— pH(qi,05) = p' (@) - p(st = 0ilqg, = q)
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1347} Markov Models Il

e What is the probability of emitting ¢; at time ¢ while being
In state ¢;7?

e Two steps:

1. Probabillity of being in state ¢;, at time ¢
X

2. Probability of emitting o; when being in state ¢;,
(remember Markov-assumption no. 2)

— p'(gi, 05) = p"(4) - p(st = 05lqi, = @)
2. IS easy. p(St — Jj\q@-t — qi) — A[O‘j,qi]
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1347} Markov Models Il

e What is the probability of emitting ¢; at time ¢ while being
In state ¢;7?

e Two steps:

1. Probabillity of being in state ¢;, at time ¢
X

2. Probability of emitting o; when being in state ¢;,
(remember Markov-assumption no. 2)

— pH(qi,05) = p' (@) - p(st = 0ilqg, = q)
2. IS easy. p(St — Jj\q@-t — qi) — A[O‘j,qi]
Let’s look at step 1. what is p'(¢;)?
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)FL Markov Models IV

e Probability pt(q;) of being in state ¢; at time ¢
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1347} Markov Models IV

e Probability pt(q;) of being in state ¢; at time ¢
® p!(¢;) is the ith element of vector vP'~!1  Why?
o time zero: p°(q, = ¢;) = v{qi]
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134} Markov Models IV

e Probability pt(q;) of being in state ¢; at time ¢

® p(¢;) is the ith element of vector vP!=!  Why?

o time zero: p’(q:, = ¢i) = v[qi]

e Probability of being in ¢;, at time one: p'(¢,) = vP —

Hat) Zp i = 4) Plai an] = vP[*, gu]

[Qto]
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134} Markov Models IV

e Probability pt(q;) of being in state ¢; at time ¢

® p(¢;) is the ith element of vector vP!=!  Why?

o time zero: p’(q:, = ¢i) = v[qi]

e Probability of being in ¢;, at time one: p'(¢,) = vP —

Hat) Zp i = 4) Plai an] = vP[*, s

[Qto]

® ¢, at time two: p?(¢.) = vPP etc.

n

p2(Qt2) — Zpl(Qtl — QZ) ) P[QZ) Qt2] — VPP[*? th]
1=0
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)FL Markov Models V

e Put it together:

(@) - p(se = ojlgi, = ¢)
= vP'" g - Aloj, ¢i]

pt(Qia O])
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1347} Markov Models V

e Put it together:

(g, 05) = pHq) plst =0jlq, = q)
= vP" g Aoy, g

e Sum over all states to get the probability of emitting o, at
time ¢

n
(o) =Y p'(a) - plst = ojlai, = @)
1=0
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1347} Markov Models V

e Put it together:

(g, 05) = pHq) plst =0jlq, = q)
= vP" g Aoy, g

e Sum over all states to get the probability of emitting o, at
time ¢

n
(o) =Y p'(a) - plst = ojlai, = @)
1=0

e Get the probabillity for all symbols:
p'(01),...,p' (om)] = vVPIA
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1347} Hidden Markov Models

e \We have a Markov model and a known sequence of
emitted signals S = ¢, ... 0;,., but we can not observe the
sequence of states.
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1347} Hidden Markov Models

e \We have a Markov model and a known sequence of
emitted signals S = ¢, ... 0;,., but we can not observe the

sequence of states.

— the Markov model i1s a black box, therefore it Is called
hidden
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1347} Hidden Markov Models

e \We have a Markov model and a known sequence of
emitted signals S = ¢, ... 0;,., but we can not observe the
sequence of states.

— the Markov model i1s a black box, therefore it Is called
hidden

e To guess the sequence of states, we are looking for the
sequence Q with the maximal probability, given S:

max P(QIS)
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1347} Hidden Markov Models

e \We have a Markov model and a known sequence of
emitted signals S = ¢, ... 0;,., but we can not observe the
sequence of states.

— the Markov model i1s a black box, therefore it Is called
hidden

e To guess the sequence of states, we are looking for the
sequence Q with the maximal probability, given S:

max P(Q|S)

G
e Bayes inversion: P(QS) = (S’]%ES')P Q)

iIndependent of Q
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3¢/ POS-Tagging with HMMs

e Task: find the most probable sequence of tags for a given
sequence of words
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1347 POS-Tagging with HMMs

e Task: find the most probable sequence of tags for a given
sequence of words

e Use an HMM:
» the words are the emitted signals
» the tags are the (wanted) state sequence
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Fl POS-Tagging with HMMs

e Task: find the most probable sequence of tags for a given
sequence of words

e Use an HMM:
» the words are the emitted signals
» the tags are the (wanted) state sequence

e Suppose we have v, P, and A, how do we compute
maxq P(S|Q) - P(Q) efficiently?

e Define 6;(i): maximal probability to be in state ¢; at time ¢:
Qt(l) — max{P(ail . O‘Z‘t‘qj'o . q]'t)} Wlth jt =5
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FLlE POS-Tagging with HMMs
e Task: find the most probable sequence of tags for a given

sequence of words

e Use an HMM:
» the words are the emitted signals
» the tags are the (wanted) state sequence

e Suppose we have v, P, and A, how do we compute
maxq P(S|Q) - P(Q) efficiently?

e Define 6;(i): maximal probability to be in state ¢; at time ¢:
Qt(l) — max{P(ail . O‘Z‘t‘qj'o . q]'t)} Wlth jt =5

e Brute force method would be exponential in ¢
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FLlE POS-Tagging with HMMs
e Task: find the most probable sequence of tags for a given

sequence of words

e Use an HMM:
» the words are the emitted signals
» the tags are the (wanted) state sequence

e Suppose we have v, P, and A, how do we compute
maxq P(S|Q) - P(Q) efficiently?

e Define 6;(i): maximal probability to be in state ¢; at time ¢:
Qt(l) — max{P(ail . O‘Z‘t‘qj'o . q]'t)} Wlth jt =5

e Brute force method would be exponential in ¢
e |dea: compute the 6;(i) recursively using the 6;_1(y)
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3¢/ Viterbi-Algorithm

d1 .
q2 \ N
¢n  Oi—1(n) Pl.J
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1347 Viterbi-Algorithm

q1
q2
dn Ht—l(n) .P[n’ J]

t — 1 t

e One step needs O(n?) operations (for all states)

Probabilistic POS Tagging — p.15/26



1347 Viterbi-Algorithm

q1
q2
¢n  Oi—1(n) Pl.J

t — 1 t
e One step needs O(n?) operations (for all states)
e Overall complexity for T steps is then O(Tn?)
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Fl Viterbi-Algorithm

e Initialization: for j = 1,...,n: 01(j) = P(q;, = q;) xAlj, 01,]

\ - _J/

e Recursion: fort=2,..., T =vPUl
for 7=1,....n
et(]) — maxi(et—l(i) ) P[Zaj]) | A[]v Zt]
e(j) = argmax;(0y—1(i) - P[i, j])
® ¢, (j) saves the predecessor state for backchaining
e Termination: ¢r = argmax;(6p(7))
e Compute the optimal chain backwards:
fort=T—1,...,1:¢ =vi11(de41)

e this is an example of a dynamic programming algorithm:
store previously computed results for structured re-use
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1347} Viterbi: Trellis Construction

e The trellis is build layer by layer

e Each layer represents the states connected with the
emission of one word

e A layer contains only states for tags found in the lexicon

e One state represents a sequence of two tags: the current
and previous tag

e Store these tags in each node (a dummy tag for the first
layer) with the max probability and back pointer
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)FLlE Viterbi for POS Tagging

e For the tagging application, we want to use trigrams, i.e.,
we use the current tag and two previous tags

e Using trigrams means using a second order Markov
model, i.e., each state encodes a sequence of two tags

e With around 60 tags, this means 3600 states per layer!

e But: the emission probabillity is often zero, and so many
state probabillities

e Building the complete trellis is therefore neither feasible
nor effective

— Build the graph on the fly and consider only tags
associated with the sentence words

Probabilistic POS Tagging — p.18/26



)Pl

#B Der Mann
#B| A1 ART| Ay NE| Asy
PDS| As; NN| Aso

PRL| A

#B ART
#B<#B PDS
#B PRL

Viterbi: Trellis Example

mag Schwarz #E
VMVF| Ay NE| As; #E| Ag
WEF| Ay NN| Aso
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)Pl

#B Der Mann
#B| A1, ART] Azlﬁw
PDS| A NNAj;
PRL| Aoy

<

#B ART
#B PDS
#B PRL

|

#B ART NE
#B PDS NE
#B PRL NE

Viterbi: Trellis Example

mag Schwarz #E
VVF| Ay NE| As; #E| Ag
WEF| Ay NN| Aso
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)Pl

#B Der
#B| A1 ART| Ay
PDS| A,
PRL| A

<

#B ART
#B PDS
#B PRL

Mann

#B ART NE
#B PDS NE
#B PRL NE

#B ART NN
#B PDS NN
#B PRL NN

Viterbi: Trellis Example

mag Schwarz #E
VVF| Ay NE| As; #E| Ag
WEF| Ay NN| Aso
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1347 Viterbi: Trellis Example

#B Der Mann a0 Schwarz #HE
#B| A1 ART| Ay NE| Asy Qﬂﬂizgﬁ NE| As; #E| Ag
PDS| Az, NN| Az V[ Ay NN| Aso
PRL| Axs

ART NE VM~
PDS NE VM-
PRL NE VM-
ART NN VM-
PDS NN VM-
PRL NN VM-

#B ART NE
#B PDS NE
#B PRL NE

S\

#B ART
#B<#B PDS
#BPRL\\' 4B ART NN

#B PDS NN
#B PRL NN
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)Pl

#B Der
#B| A1 ART| Ay
PDS| A,
PRL| A

#B ART
#B<#B PDS

#B PRL

Viterbi: Trellis Example

Mann mag
NEl A31 V . 41
NN| Az

ART NE VMF
PDS NE VMF

#BARTNE\ /PRI NE VVF
#BPDSNE\V  ART NNVIVF
#BPRLNE(\\ // PDS NNVIVF

PRL NN VVF

ART NE VF
PDS NE VWF
PRL NE VWF
ART NN VVF
PDS NN VWF
PRL NN VVF

#B ART NN
#B PDS NN
#B PRL NN

Schwarz HE
NE| As, #E| A
NN[ As»
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Fl Viterbi: Trellis Example

#B Der Mann mag Schwarz #E
#B| A ART| Ay NE| Asy VIVF| Ay CNE| A51 > #E| Ag
PDS' AQQ NNl A32 VVFl A42 N[ 52
PRI Az ART NE VVF
PDS NE VVF NE VIVF NE
#BARTNE\ /PRI NE VVF NN VIVF NE
#BPDSNE\V  ART NNVIVF NE VWF NE
#BPRLNE(\ /; PDS NNVMF NN VWF NE
#BART PRL NN VMF
#B< #B PDS
#BPRLA\\\ 5 ART NN ART NE VF
25 pos AR\ PDS NEWF
cmprt MOV PR NE VWF
ART NN VVF
PDS NNVWF
PRL NNWWF
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Fl Viterbi: Trellis Example

#B Der Mann mag Schwarz #E
#B| Ay, ART| Ay, NE| As VVF| Ay NE| A HE| Ag,
PDS| Ay NN| Az WF| Ay
PRL| Az ART NE VIVF
PDS NE VVF NE VIVF NE
#BARTNEY /' PRI NEVVF A\ NN VIVF NE
#BPDSNE(\ ) ART NNVMF NE VWF NE
#BPRLNE\\ /, pDs NN VIVF NN VWF NE
#BART PRL NN VMF \
#B<#B PDS EVIE NN
#BPRLA\\'4B ART NN ﬁg; EE wi NN VMVE NN
#BPDSNNY\ \ [0 o\ NE VWVF NN
#BPRLNNA\N | o\ e NN VVF NN
PDS NN VVF

PRL NN VVF
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03¢/

#B Der
#B| A1 ART| Ay
PDS| A,
PRL| A

#B ART
#B<#B PDS

#B PRL

Viterbi: Trellis Example

Mann mag Schwarz #E
NE| As; VIVE| Ay NE| A5, #E| Ae
NN| Ao W[ Ay NN| Az

ART NE VVF

PDS NE VIV NE VVF NE
PEARTNEY 7 PRI NE VW NN VIVE NE—> VIV NE #E
FEPDSNEW” ) ART NNVVF (SR 7 NE W NE— \VF NE#E
#BPRLNE(\ /; PDS NNVMF /NN VWF NE

PRL NN VIVF

NE VVF NN

#B ART NN ég; EE wi NN VME NN—> VIV NN#E
#B PDS NN NE WF NN— \WVF NN#E
#BPRLNNQ\\ |- NEVVF Y= NN7

ART NN VVF

PDS NN WWF

PRL NN VVF
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N3¢} Viterbi: Trellis + Probabilities

proc Build layer ¢ of the trellis = [; = 0 // number of states in layer ¢
for every tag Té associated with word ¢ do
new state(77;,¢,1)
forj=2...l;_1do // for all states in layer t — 1
if Tz_l + Tf;-:ll then /I one of the tags differs
Or(le) = O¢(lt) - Asg; new state(T},t,5)
: : t—1 rqt—1
elsif Ht(lt) < 975_1(]) ° P(Té‘TOj le ) then
/[ update probability and backpointer
Oy(l) = Op-1(5) - P(TETOTH TLh); (L) =

proc new state(7',t,j) =
ly =l + 1; /] Increase the number of states

T, = [le_l, T; /] set tags
// initial prob and backpointer
0r(1) = 0p—1(j) - P(TETOSH L), hu(l) =
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FLlE Acquiring the Model

e Two main possibilities:
1. Unsupervised training: Lexicon + (optional) Bias +
EM-Training
2. Supervised training: Requires a tagged corpus

e Variant 1 is too complicated for this course, visit Prof.
Klakow’s language modeling, if you're interested

e Variant 2: the model parameters v, P and A are basically
relative frequencies.

e For P, we use Unigrams: P(t;), Bigrams: P(¢;|t;_1) and
Trigrams: P(t;|t;_2t;—1), 1.€., & second order model
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1347 Acquiring the Model I

e Formulae for the model parameters

Unigrams: P(t;) = £

tilti_q) = f(ti-1t;)

(
Bigrams: P(
(

f(tj-1)
Trigrams: P(tj|t; ot 1) = f}@,,Q;ile)
Lexical: P(wylt;) = f&“{’;;’i"') = Al k]

e f(t;_1t;) Is the number of times the tag sequence ¢;_1t;
occurs Iin the corpus, N the total number of tags.

e |f the denominator is zero, define the probability to be zero
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)FL Using the NEGRA Corpus

e Get the file pos- cor pus. t xt from the course homepage
e The Initial WORDTAG section contains all used POS tags

e After the tables follow the sentences, each starting with
#BOS and ending with #ECS. Treat these markers as
words, too!

e Every line in a sentence contains the word in the first
column and the attached tag in the second column

e Compute n-gram and lexical probabilities from this file

e The v vector will only have probabillity 1 for emitting #BCOS
In the first place

e Transform all words to lower case (reduces model size, but
also guality)

Probabilistic POS Tagging — p.23/26



3¢/ Smoothing the Model

e What if f(...) Is zero for some configuration?
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03¢/ Smoothing the Model

e What if f(...) Is zero for some configuration?

e The lattice probability drops to zero although it might only
be missing In the training data
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1347 Smoothing the Model

e What if f(...) Is zero for some configuration?

e The lattice probability drops to zero although it might only
be missing In the training data

e Unseen n-grams require backing off to some other
Information source, e.g., the n — 1-gram
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1347 Smoothing the Model

e What if f(...) Is zero for some configuration?

e The lattice probability drops to zero although it might only
be missing In the training data

e Unseen n-grams require backing off to some other
Information source, e.g., the n — 1-gram

e back-off can be combined with model smoothing
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1347 Smoothing the Model

e What if f(...) Is zero for some configuration?

e The lattice probability drops to zero although it might only
be missing In the training data

e Unseen n-grams require backing off to some other
Information source, e.g., the n — 1-gram

e back-off can be combined with model smoothing

e TnT’s method of smoothing: linear interpolation
P(tg‘tltg) = )xlp(tg) -+ )\Qp(tg‘tz) + )\3?(?53’?51?52) A; > 0
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)FLlE Smoothing the Model

e What if f(...) Is zero for some configuration?

e The lattice probability drops to zero although it might only
be missing In the training data

e Unseen n-grams require backing off to some other
Information source, e.g., the n — 1-gram

e back-off can be combined with model smoothing

e TnT’s method of smoothing: linear interpolation
P(tg‘tltg) = )xlp(tg) + )\Qp(tg‘tz) + Agp(tglhtg) A; > 0

e Constraint \; + Xy + A3 = 1 turns P into a probability
distribution
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)FLlE Smoothing the Model

e What if f(...) Is zero for some configuration?

e The lattice probability drops to zero although it might only
be missing In the training data

e Unseen n-grams require backing off to some other
Information source, e.g., the n — 1-gram

e back-off can be combined with model smoothing

e TnT’s method of smoothing: linear interpolation
P(tg‘tltg) = )xlp(tg) + )\Qp(tg‘tz) + Agp(tglhtg) A; > 0

e Constraint \; + Xy + A3 = 1 turns P into a probability
distribution

e Use deleted interpolation to acquire the \;
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Fl Smoothing Algorithm

SEt)q:)\Q:)\g:O
for each trigram ¢,tot5 with f(t1t5t3) > 0
depending on which of the next three is maximal

f(titats) — 1

case cncrement Az b t1tot
f(tats) — 1 .

case cincrement X\, b t1tot
) — 1 2 Dy f(tatats)

ta) — 1 .
case fgv‘?’)_ — :increment A, by Ftatats)
. A
normalize A\, A2, As: Ni = =3
Zj:l )‘j

Probabilistic POS Tagging — p.25/26



1347} Unknown Words

e \Words not in the training data are similar to unseen
n-grams

e TnT uses a suffix heuristic to estimate the lexicon
probabillities for unknown words from the word endings

e A simpler approach: average over the frequencies of
iInfrequently occuring words W' = {w : f(w) < ¢}

Zw’EW’ f(w/7 t)
Zw’EW’ f(w/)

e To renormalize, we have to solve the equations

1 = X Z P (wlt)+ <unk> t) =\ = f(t)

f(<unk>, ) =

= P(<unk>]t) = (<unk> t)/ f(t)

weW f(<unk>, t) + 2 wew f(w, 1)
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