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365 Landmarks in the Land of Ideas 2010

Seeing means understanding: simulated
worlds and virtual prototypes

Germany Modeling and simulation allow for virtual proto-
Land of Ideas types and reliable predictions. Future concepts
T T T T Y R become more tangible, citizens are better
informed before making decisions. Ideas can be
developed and discussed as if they were already
brought into being.

éﬁh n“MﬂN FUH :

3@5 ORTE

Fine Reise zu Deutschlands

Projects are being planned - but visualization
makes them imaginable: the car of the future, the Z U |<U n H‘S m O C h e r n
Saarbriicken city riverwalk, a new plane, the vir-
tual reconstruction of historic places. At the DFKI
visualization center, a living lab of DFKI, the latest
techniques of computer graphics research are
being implemented, tested in real life and made
available for the public.

More efficient calculation and simulation meth-
ods, the availability of highly parallel hardware,
3D input devices and displays have significantly
pushed the use of simulated reality in the indus-
try. At DFKI we're already one step ahead, com-
bining the latest visualization techniques with the

cpr s g s g . . Deutschland i i
met'ho'ds of art|f|C|_a|I mtelhggnce. Th_e reallstlf: L g leen V4
depiction of machine behavior as with machines ey

and in traffic or the precise simulation of lighten-
ing support the training in non-existing surround- _

ings or in dangerous situations.

Opening

DFKI-Visualization Center
DFKI-Visualization Center

Campus D32 Day of the Living Lab
66123 Saarbriick
Www.vi::;nzl;idzn November 5, 2010

www.dfki.de/web/aktuelles/ort-im-land-der-ideen
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Intel and DFKI Cooperate for the 3D-Internet of the Future 4

Intel, the world market leader for semiconductors, is
now a shareholder of the German Research Center for
Artificial Intelligence (DFKI). In December 2009, Intel
joined the circle of industrial partners comprising
among others BMW, Daimler, Deutsche Messe, Deutsche
Post, Deutsche Telekom, EADS Astrium, Empolis, Harting,
IDS Scheer, Microsoft Deutschland, SAP and Ricoh.

In May 2009, Justin Rattner, Director of the Corporate
Technology Group and Intel Chief Technology Officer, had
already visited DFKI for the opening of the Intel Visual
Computing Institute (Intel VCI). On December 9, 2009,
Joseph Schiitz, Director Microprocessor & Programming
Research,VP Intel Labs, Intel Corporation signed the con-
tract for the acquisition of a DFKI company stake.
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Prof. Wahlster, Joseph Schiitz, Minister Dr. Hartmann

“We are excited about the opportunities for networking
and collaboration with DFKI's scientists on a broad
research agenda, including computational statistics,
interface and language technologies, among others,"”
said Joseph Schiitz. “There are many research synergies
between us, and we are looking forward to working
closely with DFKI."

"The acquisition of a DFKI company stake by Intel is
proof for the economic and scientific significance of
DFKI. It is also a success for the Saarland, once more
attesting its vibrancy as a highly attractive region for

Visualization of the historic fortified city of Saarlouis

Information and Communication Technologies, both
nationally and internationally. The interlocking of basic
research and application orientation on the campus of
Saarland University is a role model. That's why the
Saarland supports the expansion of DFKI with a 50%
funding of EUR 2.25 million from European structural
subsidies, and that's why Intel gets involved with DFKI,
and together with the University they bear the Intel
Visual Computing Institute," said Dr. Christoph
Hartmann, Minister for Economic Affairs and Science of
the Saarland.

"We are especially proud of the fact that Intel decided to
commit themselves to this innovation alliance with
DFKI. For DFKI, Intel as a cooperation and project part-
ner is the ideal complement to the hitherto existing cir-
cle of shareholders," said Prof. Wahlster, CEO of DFKI.
"DFKI-innovations can now be realized in commercial
applications and brought to the consumer market even
easier. Joint areas of interests are, among others, visu-
alization and especially the 3D internet of the future,
where 3-dimensional worlds can be experienced."

3D Internet in the Firefox Browser

"Together with Intel DFKI wants to further explore the
basic technologies for the 3D internet, additionally
dynamizing the development in Information Tech-
nology. DFKI and Intel employees will work hand in
hand at DFKI Saarbriicken," said Prof. Slusallek, head of
the research department Agents and Simulated Reality
at DFKI and one of the initiators of the Intel Visual
Computing Institute.
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} Rolland - A Safe Wheel Chair with Driving Assistant
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A driving assistant that applies the brakes when
approaching an obstacle or maneuvers around it, con-
trolled simply by head movements - based on the Xeno
wheel chair developed by Otto Bock Mobility Solutions,
DFKI designs and evaluates intelligent assistants to sup-
port wheelchair users. For this purpose, Xeno is equipped
with laser scanners, rotational sensors for the power drive
as well as an onboard computer. The supplemental com-
ponents are installed in a manner that avoids impair-
ments to the utility of the wheelchair in comparison to its
series production cousins.

Rolland checks for potential obstacles fifty times per second
and adjusts speed and directional data appropriately. In
the event the user wants to approach an object, Rolland
does not force a detour but simply slows the chair down.

Besides the standard joystick, the driving assist package
also enables the use of a new control device, the so called
head-joystick. The wheelchair user can steer by simply
nodding the head and, if maneuvering in restricted
space, the assistant can take over the fine control. This
provides wheelchair users who

are no longer able to use a joy- .

stick with an alternative to

the more uncomfortable chin SPATIAL
control. COGNITION

The T2-[Rolland] Project "A Safe Wheelchair with Driving
Assistance" is funded by the German Research Foundation
(DFG) under the special SFB/TR 8 "Spatial Cognition"
research topic.

Project partners
Otto Bock Mobility Solutions
Friedehorst Foundation

More information
www.baall.net
www.sfbtr8.spatial-cognition.de

Contact (@BIT HALL 9, sTAND B40
Dr. Thomas Rofer

Research department: Safe and Secure Cognitive Systems
E-mail: Thomas.Roefer@dfki.de

Phone: +49 (0)421 218-64200

} iWalker — Intelligent Assistant for Wheeled Walkers

Find your own way swiftly
and safely - explore
unknown paths with con-
fidence: the physical and
cognitive abilities neces-
sary for these basic skills
are often significantly
diminished with advanc-
ing age, or the onset of an
illness or an accident.
DFKI, in collaboration with
the Catalonian University
of Technology (UPC), is developing an intelligent assistant
for rollators to compensate for these deficits.

The intelligent iWalker is a modified standard rollator.
Brushless rotor wheel hub motors with electric brakes
replace the rear wheels. A laser scanner recognizes obsta-
cles in the path or in the vicinity of the rollator. A
Netbook-PC captures the sensor and measurement data
from the rotor motors and converts it into action.

The Mobility Assistant is an application of the iWalker
project. It brakes one or both wheels, in response to the
situation, in order to avoid or come to a stop ahead of an
obstacle, for example, when transiting a doorframe. The
user senses the necessary direction to be taken in order to
avoid the obstacle, but retains full control as iWalker can-
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not move independently. However, when a handgrip is
released, the rollator will brake itself so as not to roll
away. This also reduces the risk of a fall by providing a
stable object which the user can hold on to for support
with just one hand.

The iWalker is being developed and funded as part of the
SHARE-it (Supported Human Autonomy for Recovery and
Enhancement of cognitive and motor abilities using
information technologies) project, which is under the
umbrella of the 6th Framework Program of the European
Union (contract no. o45088).

Project partners
University of Technology, Catalonia

More information °

www.baall.net
www.ist-shareit.eu

Contact (@BIT HALL 9, sSTAND B40
Dr. Thomas Rofer

Research department: Safe and Secure Cognitive Systems
E-mail: Thomas.Roefer@dfki.de

Phone: +49 (0)421 218-64200
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Robot Soccer: The World Champions Are Coming! {

Team B-Human from DFKI-Bremen is the reigning world
champion in robot soccer! In the Standard Platform
League of RoboCup 2009, B-Human thoroughly domi-
nated the other teams at the world championship
games in Graz, Austria. In eight matches, the team's
scoring ratio was 64:1 - shooting more goals than the
other 23 teams combined. The RoboCup is an interna-
tional initiative to promote research in the fields of arti-
ficial intelligence and robotics. The goal of the RoboCup
is to promote the development, before the year 2050, of
a team of autonomous humanoid robots that is capable
of defeating the human world champions in that year.
In order to achieve this ambitious goal, each different
league has been assigned a different focus of research.
The Standard Platform League requires standard hard-
ware to be used, i.e., all robots are of identical con-
struction. The Nao robots selected for this purpose are

produced by the French company Aldebaran Robotics
and are equipped with 21 joints: five per leg, four per
arm, two in the neck and one in the hips. There are two
cameras in the head and ultrasonic sensors in the chest
to measure distances. Furthermore, the robot can meas-
ure the pressure force under foot and achieves a good
sense of balance. "Thinking" is actually done in the
head, where a 500 MHz embedded PC integrates the
sensor data. At present, a team consists of three robots
and the dimensions of the playing field are 6m x gm.

The software programming for B-Human can be divided
basically into four areas: Perception refers to the envi-
ronmental awareness obtained from the cameras and
ultrasonic sensors. This is the part where the ball, field
markings and their intersection points, the goal, and
the other robots are identified. However, because the
aperture angle of the camera is restricted, at any given
moment only a partial view of the surroundings is visu-
ally processed. The second area is concerned with infor-
mation storage for modeling this data over time, in
order to determine the robot's own position on the
field, the position and speed of the balls as well as the
position of the opponents. The third task involves the
application of this information, in combination with
data received via WLAN from teammates, to direct its
own behavior, i.e., to decide what the robot is to do at
what point in time. Finally, the execution of the defined
actions is carried out through actual movements, i.e.,
the robot runs, shoots, or gets back on its feet if down
on the field.

B-Human is a collegiate project managed by the mem-
bers of the DFKI staff at the Department of Computer
Science of the University of Bremen. The course requires
students to work for a period of two years on the sub-

ject of robotic soccer and participate in international
competitions. B-Human can be seen in contest at the
German Opens RoboCup 2010 from April 15-18, 2010 in
Magdeburg, and from June 19-25, 2010 at the world
championships in Singapore.

There are also two 2-man-teams scheduled to compete
at CeBIT 2010. The team that normally competes in the
2-legged Nao League will demonstrate ball control on a
12m’ playing field. The Naos from DFKI-Bremen excel at
precision ball passing and avoiding collisions with the
other players. The result: The players on the B-Human
team have no trouble outmaneuvering their opponents
and confidently keeping control of the ball.

More information
www.b-human.de

Contact

Dr. Thomas Rofer
Research department: Safe and Secure Cognitive Systems
E-mail: Thomas.Roefer@dfki.de

Phone: +49 (0)421 218-64200

(@BIT HALL 9, STAND B45
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SAMS Verification Environment: Safety Components for Service Robots and

Driverless Transport Systems

A guaranty of collision safety is one of the statutory
licensing requirements of a service robot and adherence
to all applicable safety standards must be verified. SAMS
(Safety components for Autonomous Mobile Service
robots) is a safety algorithm for calculating speed-
dependent safety fields.

The collision safety is provided by means of a touch-free
scanning laser that monitors the safety fields. The safety
fields' speed dependence, in contrast to currently avail-
able static solutions, offers a faster and more effective
lane control in which brakes are always applied as late as
possible, but as early as necessary.

The key to certification and guarantee for the safety is the
formal mathematic modeling of the braking pattern that
serves as the basis for the subsequent proof of correct-
ness. TUV Siid has validated conformity up to a Safety
Integrity Level SIL 3 according to DIN EN 61508. For this
project, DFKI developed a standards-based environment
for the verification of MISRA-C programs which will be
presented at Cebit 2010. This is an open-access program
and therefore highly interesting for other developers
working in safety-critical fields.

By employing formal methods already known in the area
of security-critical systems, SAMS is exploring new and
exciting territory in the field of robotics, especially service
robotics, that promises high profit potentials. The practi-
cal results are of immediate use: comprehensive formal
verification methods guarantee maximum reliability,

} B-Catch - Visual Trajectory Analysis

One of the greatest challenges facing the continued
development of humanoid robots is accurate hand-eye
coordination. B-Catch is a collaborative project with the
German Aerospace Center (DLR) to study the motion of
several balls thrown in the air at the same time - from the
perspective of an observer in motion - and then, to
determine the trajectories based on the observed flight
paths. The methods developed in the project will be inte-
grated into a humanoid robot that will be employed to
catch balls in mid-air. In addition to these technical
requirements described in terms of a "sports" applica-
tion, a deliberate aim of the project is also to address
algorithmic issues in real-time image processing.

In addition to the accurate determination of the observ-
er's proper motion, it is also essential for the precise cap-
ture of the curved trajectory that the image processing
captures the ball exactly in the projected image. An
important subgoal of the project is to use the existing
knowledge of the flight path properties in order to com-
bine image processing and ball tracking in a common
probabilistic approach which promises more reliable ball
tracking under difficult conditions. In addition to the
dynamics of a ball flying through the air, the dynamics of
bouncing, rolling, or stationary balls can also be mod-
eled, and the system is expected to automatically evalu-
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which also enables the verification and certification of
other demanding algorithms.

The consortium partners DFKI-Bremen (lead), Leuze
Electronic, and the University of Bremen are realizing the
SAMS project with funding provided by the Federal
Ministry of Education and Research (BMBF) under the gov-
ernment's innovation policy instrument “Service
Robotics".

More information
www.sams-projekt.de
www.dfki.delsks
Contact (@BIT HALL 9, sTAND B45
PD Dr. Christoph Liith

Research department: Safe and Secure Cognitive Systems
E-mail: Christoph.Lueth@dfki.de

Phone: +49 (0)421 218-64223

ate which model best approximates the observed pat-
terns of motion. This extension makes it easier to recog-
nize the balls proper or to project only trajectories of fly-
ing balls.

The B-Catch project is sponsored by the German Research
Foundation (DFG).

More information
www.dfki.delsks
Contact (@BIT HALL 9, STAND B45
Prof. Dr. Udo Frese

Research department: Safe and Secure Cognitive Systems
E-mail: Udo.Frese@dfki.de

Phone: +49 (0)421 218-64207
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SeeGrip — New Manipulator System Secures Access to Deep-Sea Resources {

The increasing scarcity of raw materials near the earth's
surface is sparking a growing interest in the extraction
of resources from new sources, located at ever greater
depths on the sea floor. The newest generation of oil
drilling platforms is already anchored at depths of
approximately 2400 meters. So-called Remotely Op-
erated Vehicles (ROVs) have to perform the construction
and maintenance of the required pumping systems and
the underwater welding of pipelines, as not even deep-
sea divers can reach these depths. Also the machines
that harvest manganese nodules directly from the sea
floor require maintenance and repair that can only be
performed by the manipulator systems carried by ROVs
and AUVs (Autonomous Underwater Vehicles).

The next generation of underwater grippers is being
developed at the Robotics Innovation Center (RIC) of DFKI
Bremen in project SeeGrip. These will provide the criti-
cal support necessary to accomplish the challenging
tasks to be encountered in the future in the offshore
industry, as well as in the field of ocean floor research.
The SeeGrip underwater manipulator, comprised of mul-

Being active and staying fit requires a balanced amount
of physical activity in order to maintain vitality and
health as we grow older. Fear of injury, or simply the
uncertainty about how much we can or should do often
limits the training possibilities for the elderly.

The development of a technical assistance system to
facilitate and analyze physical activity in a home envi-
ronment is the aim of the European PAMAP (Physical
Activity Monitor for Aging People) project. The elderly
will be encouraged in this way to maintain a healthy
activity level in their own familiar surroundings. The
attending physician is being provided with what he
needs for an early diagnosis, as well as with the infra-
structure to support in-home therapies.

DFKI will introduce the PAMAP project and the initial
findings from the Augmented Vision department to the
public at CeBIT 2010. The system demonstrator has been

tiple units, is able to perform form and force manipula-
tion tasks that require complex geometries. The inte-
grated tactile sensors provide direct feedback with
information about the objects that come into contact
with the manipulator. Even under conditions of poor
visibility, handling procedures are possible by touch,
and better efficiency is achievable when manipulating
objects because of the tactile feedback.

Project SeeGrip is funded by the Federal Ministry of
Economics and Technology (BMWi) on the basis of a res-
olution by the German Bundestag.

More information
http://robotik.dfki-bremen.de/en

Contact (@BIT HALL 9, sTAND B45
Prof. Dr. Frank Kirchner

Head of research department Robotics Innovation Center
E-mail: Frank.Kirchner@dfki.de

Phone: +49 (0)421 218-64100

The Digital Fitness Trainer 4

specially designed to support -
exercises for the functional
rehabilitation of the upper
body. Inertial motion sensors
attached to the chest and arm
supply basic data, which, in
connection with a biomechan-
ical model of the upper
extremities, "reads" the exer-
cise movements and extracts
the relevant parameters like
frequency, amplitude, and
range. The system then gener-
ates feedback based on these
evaluations. Similar to a fit-
ness coach, it can provide
encouragement to the user, correct the movement, or
signal a warning of overexertion and, in this way, teach
proper execution of the exercise. Motivation is provided
by clever elements on the control panel of the PAMAP
demonstrator and a virtual character that mimics the
recorded arm movements. Visitors at the CeBIT future
parc can test the system.

More information
WWW.pamap.org

Contact (@BIT HALL 9, STAND B45
Prof. Dr. Didier Stricker

Head of research department Augmented Vision

E-mail: Didier.Stricker@dfki.de

Phone: +49 (0)631 20575-350/351

Dr. Gabriele Bleser

Research department: Augmented Vision
E-mail: Gabriele.Bleser@dfki.de

Phone: +49 (0)631 20575-356

Newsletter 1_2010 | © DFKI
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Embedded Systems and Digital Assistants -
The SemProM and INTAKT Research Projects

SemPRam

DFKI and its consortium partners provide a technologi-
cal vision of the future: the Internet of Things, the
potential of semantic product memory, and other ideas
developed under the framework of the SemProM
(Semantic Product Memory) project, funded by the
Federal Ministry of Education and Research (BMBF).

Complex everyday routines can be safely and intuitively
managed through a combination of digital assistants
and embedded systems. The SemProM consortium,
headed by Prof. Wahlster, will present the latest findings
and current applications at the CeBIT 2010 BMBF stand
(Hall 9, Byo) under the motto "Ambient Assisted Living
2020". The "Demo Parcours" is the product of a cooper-
ative effort together with the Innovative Retail
Laboratory (a joint initiative of DFKI and GLOBUS SB-
Warenhaus Holding), and INTAKT (Interactive Avatar
Communications Technology), a BMBF consortium proj-
ect managed by Charamel GmbH.

The CeBIT scenario consists of several stations at which
the visitor receives the support of digital assistive sys-
tems in the supermarket of the future: from the first
moments after entering the store to the moment of con-
sumption — help is there for product selection and check
out, and even for care of the products during the trip
home. The consumer can interact with goods of various
categories with the aid of embedded systems, which
proactively inform the shopper about features and
proper use by means of multiple media. Virtual charac-
ters convey product information in dialog form and their
natural manner helps to reduce user inhibitions in using
such high-tech systems. The technology is being devel-
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oped within INTAKT and integrated in SemProM. Thanks
to the use of embedded systems, these computer-aided
services fit seamlessly into the normal routines of the
consumer. In a customized format, even the individual
user profiles are taken into account, for example, per-
sonal preferences, allergies, or immediate destination.

Virtual Characters as Sales Consultants

At the first station, visitors encounter an assistive system
that uses embedded sensors for activity recognition in a
shopping scenario. Virtual characters act as "consul-
tants" and facilitate the shopping process. A merchan-

dise expert informs the customer about the product
properties, while a personal digital assistant manages
the shopping list directly from the shopping cart and
warns the consumer about possible food intolerances.
The two assistants communicate with each other and
with the customer. The system obtains all information
from ontology-based digital product memories. If a
product on the list is not stocked by the supermarket, an
alternative is recommended.

Mobile Product Information

A mobile shopping assistant is always nearby while the
customer is shopping and provides supplemental infor-
mation via a mobile phone. A special reader identifies
the merchandise and through the integration and
assessment of product-related services, provides the
shopper with information and product evaluations such
as the eco-balance or the compatibility of a high-tech
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device with the multimedia environment at home. The
customized user profile can be adjusted dynamically
and set relative to the properties of selected product
memories. The operation of the mobile shopping assis-
tant is characterized by minimal interaction. Products
are indentified intuitively "at the touch of a button"
and the most incisive news is presented in a clear
overview, so even senior citizen groups benefit from the
mobile shopping assistants.

Easy Checkout

Merchandise is paid for at the checkout without the
bother of transferring and repacking. Readers capture
the RFID tag data provided on the products and display
it on the screen. The actual touch-free payment trans-
action follows with the car key, which stores credit card
data in addition to the shopping list and the personal
profile. On the basis of this information, additional
services may be added at a later time.

SemProM-Car-Assistant

When the customer packs the groceries into the car, a
digital assistant recognizes the products and proactive-
ly offers new services. For example, it issues a reminder
that a product that was bought has not been put into
the car and perhaps was forgotten at the checkout. If
frozen goods were purchased, the consumer gets a
notice of the latest time of arrival at home, calculated
using current traffic and vehicle conditions, so as to
avoid endangering the shelf life of the foods. The soft-
ware to integrate newly purchased electronic products
with existing equipment in the car is installed automat-
ically and operation conveniently responds to an intu-
itive gesture.

Wechsel ohne Signatur bestatigen
Wechsel mit Signatur bestatigen

Digital product memories increase the transparency of
service performance in the workshop: what repair parts
were used and invoiced, and whether they meet the
vehicle specifications. This guarantees that only those
parts that meet the vehicle specifications are actually
used. This technology even simplifies the increasingly
complex operation of the vehicle comfort functions, like
the seat position or climate and ventilation controls.
Simple gestures can be used to store personal prefer-
ences in the key ring for future application in the vehi-
cle. Complicated control menus will soon be a thing of
the past.

SemProM-Scenario in Open Field Testing for the New
ID Card

In the healthcare sector, digital product memories assist
patients in managing their medications and admonish
them of possible dangers. Blister packaging with prod-
uct memories, in combination with the product memo-
ries of other medicines or foods, will introduce a whole
new range of services and applications. This simplifies
the job of doctors, pharmacists, healthcare personnel,
and patients in recognizing and interpreting the poten-
tial side effects.

/x4 Blister

The protection of sensitive data is being guaranteed by
means of an innovative role- and authorization concept
for different user groups. These are the perfect applica-
tion scenarios for the new ID card (nPA), and SemProM is
one of the first projects to take part in the open appli-
cation test conducted by the Federal Ministry of the
Interior for this technology with a concrete scenario. On
that account SemProM makes use of the certified and
trusted security concept of nPA in the form of the elD
function, guaranteeing the identification of users with-
in a system that manages user roles and their respective
access rights for a digital product memory. If a user is
recognized as a patient and owner of a blister by the
system, they can retrieve sensitive data about their
medication and the corresponding dosage advice from
the product memory of the blister. If a user is recognized
as a doctor or pharmacist, they can access expert infor-
mation supporting his professional patient advice, e.g.
regarding possible medication interaction. The elD-
function not only improves the security and adds com-
fort to the usability of e-business and e-government,
but in connection with the SemProM technology also
facilitates the development of intelligent everyday-life
assist systems for everybody.

More information
WWW.Semprom.org

Contact (@BIT HALL 9, STAND B40
Project management SemProM

Dr. Anselm Blocher

Research department: Intelligent User Interfaces
E-mail: Anselm.Blocher@dfki.de

Phone: +49 (0)681 302-5262
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} Product Torchlight: Mobile Product Information Projection

The tremendous advances in the area of miniaturization
of mobile projectors in recent years have made it possi-
ble to integrate the so called pico-projectors even into
mobile telephones.

Product Torchlight, a DFKI application for mobile phones
with an integrated projector, enables supplemental
information to be projected onto a product. Customers
at the super market who are unable to find the desired
product can simply stand in the aisle, hold their mobile
phone at a certain distance from the shelf, and the inte-
grated projector will pinpoint the desired product by
projecting an easily recognized marking directly onto
the exact product the customer was looking for. The
product recognition relies on the phone's integrated

camera. New product packaging will include an optical
marker that can be read by the software.

Product Torchlight does more than just help to locate a
certain product. It can also tag products that should not
be purchased for example because of allergies or food
intolerances. In addition, the application comes with a
semantic zoom function, which adjusts the projected
information depending on the distance. The closer one
is to the product, the more information is projected. At
some distance away from the shelf, Product Torchlight
projects only a colored point marker; as the distance is
decreased, pictograms can be seen and finally, text will
be displayed.

At CeBIT 2010 DFKI will demonstrate how a mobile phone
with an integrated projector can assist a shopper by
accurately pinpointing the exact boxes of cereals that
satisfy the taste preferences of the user.

More information
www.innovative-retail.de/en/projects
Contact (@BIT HALL 9, sTAND B45
Markus Lochtefeld

Research department: Innovative Retail Laboratory
E-mail: Markus.Loechtefeld@dfki.de

Phone: +49 (0)681 302-5117

} Dual Reality — From the Smart Home to the Smart City

Dual reality models are virtual representations of the
real world and at the same time networked with it. Not
only do they reflect the appearance of the actual sur-
roundings, but they can also function interactively with-
in it. Such models aid in planning the positions to
emplace sensors and actuators, e.g., RFID antennae,
light switches or motion detectors, and permit simula-
tion and evaluation prior to the actual installation.
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A growing number of central control devices will shape
the smart office and the smart home. In the more dis-
tant future, the development of smart retail and factory
environments or even smart cities will benefit from the
networking of real and digital worlds.

A Universal Remote Console (URC) has been developed in
the EU Project izhome under the coordination of DFKI.
This open, standards-based platform enables interac-
tions with any number of devices and services over a
central, customized control interface. The Yamamoto
modeling tool enables the 3D representation of building
interiors and the advance planning of layouts and
instrumentation with sensors and actuators. In combi-
nation, these two approaches support an integrated
development process for intelligent environments from
concept design to realization.

At CeBIT 2010, DFKI will present a dual reality approach
using the smart kitchen as an example. Originally devel-
oped for planning purposes, this 3D model of a kitchen
may also be used as a supplemental user interface for
visualization and interaction when construction is com-
pleted.
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Virtual Environment Real Environment
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Assistance System

Digital libraries provide web-based access to scientific
articles on various topics. Most of the time, the data is
searchable only using text strings, such as names or
standardized key words. If the user is researching for
relevant references on an unfamiliar subject, the search
is likely to be more laborious than successful.

In the DiLiA project, DFKI is developing methods to
expand access to digital data libraries on several levels.
DiLiA employs user dialogs to facilitate an interactive
search, which efficiently limits the number of potential-
ly interesting documents and indexes the content. The
system enables the textual and visual search of results
as well as the options of expanding or restricting the
search in both modes so as to focus only on the docu-
ments relevant to the user. The text sources found are
analyzed using deep information extraction methods to
uncover cross links and contextual relationships.

DiLiA offers multi-dimensional access by using the rela-
tionships among data of different types. An index is
provided of the relationships between the various
dimensions, for example, definable search terms, key
words, or personal metadata such as research institutes
or authors which can be further browsed or searched by
the user. Also, integrated within the user interface are
information visualization tools like bar charts or inter-
active maps, which offer alternative views of the results
and support the analyses.

The DilLiA technology focus is concentrated in the areas
of information extraction, visualization, and navigation
methods. Besides hybrid information extraction based