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Abstract

In recent years the automatic detection of
abusive language, offensive language and
hate speech in several different forms of
online communication has received a lot
of attention by the Computational Linguis-
tics and Language Technology community.
While most approaches work on English
data, publications on languages other than
English are rare. This paper, submitted
to the GermEval 2018 Shared Task on the
Identification of Offensive Language, pro-
vides the results of several experiments re-
garding the classification of offensive lan-
guage in German language tweets.

1 Introduction

In recent years the automatic detection of abu-
sive language, offensive language and general hate
speech comments in several different forms of on-
line communication (e. g., Twitter, Facebook, and
other forms of social media or, more generally, user-
generated content) has received a lot of attention
by the Computational Linguistics and Language
Technology community. One of the underlying as-
sumptions of nearly all approaches published so
far is the idea of setting up a watchdog service that
is able to detect instances of offensive language,
abusive language, hate speech, or cyberbullying,
among others, fully automatically — and with high
classification precision — in order to prevent the
specific message or content from being posted or
to flag the respective piece of content to human
experts monitoring the respective system so that
they can initiate corrective actions.

While most approaches towards the automatic
detection of offensive online language work on and
with English data sets, publications on languages
other than English are rare. This article, submitted
to the GermEval 2018 Shared Task on the Identifi-
cation of Offensive Language, provides the results
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of several experiments regarding the classification
of offensive language in German language tweets.

The remainder of this article is structured as fol-
lows. First, Section 2 provides an overview of
related work, while Section 3 briefly describes the
data set used in the GermEval 2018 Shared Task
on the Identification of Offensive Language as well
as the two classification tasks and their respective
categories. Section 4 characterises the experiments
we carried out including features and classifiers
used. Section 5 briefly sketches the results of the
experiments, while Section 6 lists the six runs sub-
mitted to the Shared Task. Section 7 discusses our
results and Section 8 concludes the article.

2 Related Work

Recent years have seen an increasing amount of
attention from the NLP community to hateful con-
duct and aggression online. While at first glance
separating constructive, useful content from, for
example, hate speech might seem like a typical text
classification problem, comparable to spam classi-
fication and sentiment analysis where typical text
classification approaches may be well applicable,
the question whether or not certain utterances are
still acceptable within the boundaries of free speech
puts this task in the intersection of several research
areas and disciplines, including linguistics, sociol-
ogy (Jones et al., 2013; Phillips, 2015), psychology
(Kowalski and Limber, 2013; Dreifling et al., 2014),
law (Marwick and Miller, 2014; Banks, 2010; Mas-
saro, 1991) and also common sense. An overview
of current NLP-based approaches is collected and
presented in Schmidt et al. (2017).

The complexity of the task results in a variety of
difficulties that have yet to be solved. What should
be considered as offensive, racist, sexist or profane,
and the extra-linguistic nature of the issue are com-
plicating factors. The nature of an utterance often
depends on factors like context, (ethnicity of the)
author, (ethnicity of the) targeted person or group,
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whether or not irony is the case, etc. (Nand et al.,
2016; Waseem et al., 2016; Warner et al., 2012).
All of this makes the creation and annotation of cor-
pora a challenging task. Currently there is no large,
universally used data set available. Numerous data
sets have been created for specific tasks differing
in size (from a couple of hundred labelled tweets to
hundred thousands of labelled discussions) as well
as text genres, e.g., Twitter (Burnap et al., 2015;
Waseem, 2016; Waseem et al., 2016; Davidson,
2017), Yahoo! (Djuric et al., 2015; Nobata et al.,
2016) and Wikipedia (Wulczyn et al., 2017).

Most related work on detecting abusive language
has been done for English, focusing on the data set
by Waseem (2016) annotated for the three cate-
gories “Sexism”, “Racism” and “Other”. Many
approaches rely on supervised learning with Sup-
port Vector Machines as the most frequently used
classifier (Davidson, 2017; Bourgonje et al., 2017).
Recent approaches employing deep learning archi-
tectures have shown to compete with or even out-
perform these approaches. For the task on distin-
guishing the three categories named above the best
result (F-score of 0.93) was reached by Badjatiya et
al. (2017) using an LSTM model with features ex-
tracted by character n-grams, and assisted by Gra-
dient Boosted Decision Trees. Park et al. (2017)
implemented three CNN-based models for classifi-
cation. Pitsilis et al. (2018) suggested a detection
scheme consisting of Recurrent Neural Network
(RNN) classifiers.

3 Data Set and Tasks

The GermEval 2018 task focuses on the linguistic
analysis of offensive content in German tweets,
5009 of which were provided as training data.!
A detailed description of the annotation process
along with the annotation guidelines was also made
available. There are two different tasks with the
provided training data annotated as follows. Task
1 is a binary classification task deciding whether
a tweet is offensive or not (labels OFFENSIVE:
1688, OTHER: 3321). Task 2 is a fine-grained
classification task distinguishing four subcategories
(labels PROFANITY: 71, INSULT: 595, ABUSE:
1022 and OTHER: 3321). The data set consists of
tweets only without any kind of meta information
such as the tweet ID etc. The average token size
per tweet is 21,9 and consists of 1,6 sentences.

"mttps://projects.fzai.h-da.de/iggsa/
projekt/
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Related tasks for English such as the Workshop
on Abusive Language Online (ALW)? have cho-
sen different sets of data labels ranging from bi-
nary classification (e.g., PERSONAL ATTACK
vs. NONE in a Wikipedia corpus (Wulczyn et al.,
2017) to more granular tag sets (e. g., RACISM,
SEXISM and NONE, applied to Twitter data
(Waseem, 2016)). Transparent annotation guide-
lines are not always made publicly available, mak-
ing attempts of leveraging knowledge from related
data sets a formidable challenge (see the experi-
ments on crosslingual embeddings in Section 7).

4 Experiments

We follow the majority of earlier work in this field,
as described in Section 2, that employs neural net-
works to implement classifiers to tackle the chal-
lenge. The data and individual messages in the
GermEval 2018 Shared Task is challenging due
to their short length (i. e., tweets) and due to the
annotated categories that are, conceptually, rela-
tively close to one another. As reflected by rather
low inter-annotator agreement scores reported for
similar annotations on comparable data sets, when
intellectually exploring training data, even for hu-
mans it is challenging to reliably and consistently
assign labels to tweets or, on a more abstract level,
to agree what constitutes “abusive” or “offensive
language”. In an attempt to find the best way of
solving this task using a neural network approach,
we not only experimented with different network
architectures, but also made an effort to obtain and
include additional training data as well as to enrich
the given tweets with additional meta information.

4.1 Data Enrichment

Below we present the various techniques to enrich
tweets by additional information as well as an au-
tomatic generation of further training data.

Gender Information Extra-linguistic informa-
tion about tweets can be decisive when making
a final call on whether or not some piece of content
should be considered insulting, profane, abusive or
non-offensive. Retrieving identity information of
the author would be valuable information to clas-
sify content more reliably. Since getting this type
of metadata in the form of the user ID is typically
not feasible for such data sets, we attempted to clas-
sify for one aspect of user identity, i. e., the gender

thtps ://sites.google.com/site/
abusivelanguageworkshop2017

Proceedings of GermEval 2018, 14th Conference on Natural Language Processing (KONVENS 2018)
Vienna, Austria — September 21, 2018



of the author. We experimented with augmenting
the GermEval tweets with gender information to
establish whether or not this feature would be help-
ful in classification. To obtain gender labels for
the tweets, we scraped the tweets annotated for
the TwiSty corpus (Verhoeven et al., 2016) and
classified this using FastText®> (Joulin et al., 2016),
achieving an accuracy of 79.77 for this binary clas-
sification task. The GermEval tweets were then
labeled using this classifier. The results using this
as an additional feature in the classification of the
test set are included in Tables 1 and 2.

User Profile Information As another piece of
extra-linguistic information, user profile informa-
tion of Twitter users mentioned in tweets were re-
trieved. For example, for the tweet [ @Stephan-
JBauer @soskinderdorf Auch in Deutschland
hungern Kinder.], we retrieved the profile descrip-
tions for @StephanJBauer and @soskinderdorf
and added this to the representation of the tweet.
The rationale behind this is that certain users with
a particular (potentially controversial) political pro-
file and high visibility could be more likely to trig-
ger offensive tweets (i. e., we attempt to model the
identity of the target audience, and not that of the
author). The results for this setup are included in
Tables 1 and 2.

Sentiment Another linguistic feature that we
have included is sentiment analysis. This process-
ing step was carried out using a simple dictionary
lookup using the data set published by Waltinger
(2010). According to the largest number of posi-
tive/negative sentiment words found in the tweet,
we assigned the labels POSITIVE, NEGATIVE,
NEUTRAL and POS_NEG in case the tweet has as
many positive as negative sentiment words.

Additional User Friend Data Lastly a set of au-
tomatically labelled tweets for Task 1 is generated
in order to increase the size of the data set to train
the classifier. For this purpose, a small subset
of the training data (70 tweets) has been selected
to identify the original source (user) of the tweet.
From this subset 25 different users have been iden-
tified. Most users occurred various times and in
various cases it turned out that a user who posted an
OFFENSE tweet might have also posted OTHER
tweets. However, users who posted an OFFENSE
tweet at least once were assigned to the OFFENSE

Shttps://fasttext.cc
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user group and all others to the OTHER group. Us-
ing this list of users a set of approximately 4,000
tweets could be automatically labelled. Thus, a
tweet from a person of the OFFENSE group was
automatically labelled as OFFENSE and a tweet
from a person of the OTHER group as OTHER.
In order to further increase the data size, the user
list has been extended by taking all twitter friends
into account, assigning each person of the friend
list to the same user group. In this way a list of
25,000 users has been created, resulting in 2 mil-
lion automatically labelled tweets. In order to stick
to a practical and feasible setup, i.e., to be able
to run the experiments on standard hardware, au-
tomatically labelled data was reduced to 50,000
tweets using the same ratio of OTHER/OFFENSE
as in the manually labelled training data. This set
of tweets is not added to each tweet as a feature,
but used as a new training corpus, i. e., the neural
network is first trained with the new corpus of au-
tomatically obtained tweets and then the training is
refined with the training set of GermEval 2018.

4.2 Architecture

To set a baseline performance we use FastText,
which allows for both supervised and unsupervised
text classification combining word embeddings
with character n-grams instead of CBOW (which is
the case for Word2vec). We apply out-of-the-box
supervised classification using Wikipedia embed-
dings to obtain our baseline score. In addition to
that we generate embeddings from a German Twit-
ter snapshot described by Scheffler (2014). Due
to its higher flexibility we use Keras* for all other
experiments reported on in this paper.

The neural network that we implemented and
tested is based on the architecture by Wang et al.
(2017). Their architecture is composed of three
layers: (i) a convolutional layer; (ii) a MaxPooling
layer; and (iii) a dense layer, that performs the clas-
sification itself. We made minor modifications to
this setup and instead of using one convolutional
layer and one dense layer, we use two convolutional
and two dense layers. Due to the relatively large
number of dimensions (300), any relevant infor-
mation in the input data would be better preserved
with two convolutional layers. The second dense
layer is there to accommodate the more detailed
classification for Task 2, which not only comprises
more classes but also classes that are conceptually

“https://keras.io
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Figure 1: Architecture of the CNN implemented
for the GermEval 2018 Shared Task.

closer to one another (see Figure 1).

As illustrated in the architectural overview, the
additional features we experimented with are added
to the training data in the pre-processing steps, the
exact shape or form depending on the individual
feature (i. e., binary values for gender or sentiment,
embeddings for user descriptions, etc., see Sec-
tion 4.1 for more details).

5 Results

The results presented below were obtained using
cross-validation® on the training portion of the data
set provided by the organisers of GermEval 2018.
We compute the average accuracy for the binary
classification (OFFENSE vs. OTHER) for Task 1
(Table 1) and provide accuracy, precision, recall
and f1-score for the individual classes (INSULT,
ABUSE, PROFANITY and OTHER) in Task 2 (Ta-
ble 2). Based on the cross-validation over the train-

5Due to time constraints we performed cross-validation
with one single fold only.
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ing data, we consider the Twitter embeddings in
combination with user descriptions to be the best
setup, with an accuracy of 81 for Task 1 and 72.2
for Task 2. However, because this approach is
dependent on the existence of user mentions in
the tweet text, which may be proportionally less
present in the test set, the figures on the test data
may well deviate and show another setup to be the
best performing one.®

6 Runs

We have submitted six runs (three for each task):

1. dfkilt_coarse_l.txt: TE+Desc approach in-
cluding twitter embeddings and user mentions

description (Task 1).

. dfkilt_coarse_2.txt: TE+Sent approach in-
cluding twitter embeddings and sentiment
analysis information (Task 1).

. dfkilt_coarse 3.txt: TE+G+D approach in-
cluding twitter embeddings, gender classifica-
tion and mentions descriptions (Task 1).

dfkilt _fine_1.txt: TE+Desc approach includ-
ing twitter embeddings and mentions descrip-
tion (Task 2).

. dfkilt_fine 2.txt: TE+S+G+D approach in-
cluding twitter embeddings, sentiment anal-
ysis, gender classification and mentions de-
scription (Task 2).

. dfkilt_fine 3.txt: TE+S+D approach includ-
ing twitter embeddings, sentiment analysis
and mentions description (Task 2).

7 Discussion

When dealing with the task of detecting hateful,
aggressive, racist and/or sexist behaviour online, a
lack of high inter-annotator agreement can be an is-
sue and shows the high complexity of the challenge
—even for humans. Ross et al. (2016) for instance in-
troduce a German corpus of hate speech on the Eu-
ropean refugee situation and report very low inter-
annotator agreement scores (Krippendorft’s & be-
tween 0.18 and 0.29). Waseem (2016) investigates
inter-annotator agreement when comparing ama-
teur annotations (generated using CrowdFlower)

%Note that we generated additional training data through
user friends for the classes OFFENSE and OTHER only and,
hence, did not use the data in Task 2.
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Table 1: Results for Task 1 using different features

Acc OFFENSE OTHER
P[] RJ[Fl | P|R]|FI

Fasttext (FT) 73.9 -

Wikipedia Embeddings (WE) 71.8 | 694 | 369 | 48.2 | 72.4 | 91.1 | 80.7
Twitter Embeddings (TE) 727 | 62.4 | 58.1 | 60.2 | 77.8 | 80.8 | 79.2
TE + Sentiment 785 | 80 | 525|634 | 78 | 92.8 | 84.8
TE + Descriptions 81 79 | 623 | 69.6 | 81.8 | 91.1 | 86.2
TE + Gender Classification 76.3 | 66.7 | 66.3 | 66.5 | 81.5 | 81.8 | 81.6
TE + Sentiment + Gender 7541662 | 625|643 | 80 | 825 | 81.2
TE + Sentiment + Descriptions 76.1 | 67.3 | 63.1 | 65.2 | 80.4 | 83.2 | 81.8
TE + Gender + Descriptions 769 | 72.2 | 56.9 | 63.6 | 78.8 | 88 | 83.1
TE + Sentiment + Gender + Descriptions | 75.6 | 67.4 | 60.6 | 63.8 | 79.5 | 83.8 | 81.6
TE + User Friends Information 772 | 744 | 53.1 | 62 | 782 |90.2 | 83.8

Table 2: Results for Task 2 using different features. (FT: Fasttext, WE: Wikipedia Embeddings, TE: Twitter
embeddings, S: Sentiment, G: Gender Classification, D: Descriptions, UFI: User friends information)
Acc INSULT ABUSE PROFANITY OTHER

P RJ[FlL | P|R]J|F |[P|[R[FlL | P|R]|FI

FT 68.3 -

WE 67.6 | 39.5 | 26.8 | 31.9 | 49.1 | 52 | 50.5 777 | 81.4 | 79.5
TE 652|273 | 54 9 413|578 | 482 78.1 1797 79
TE+S 69 | 33.8 464 | 39.1 | 545 | 47.1 | 50.5 82.9 | 81.4 | 82.1
TE+D 72.2 | 389 | 55.2 | 45.7 | 62.7 | 42.4 | 50.6 83.5 | 86.8 | 85.1
TE+G 69.6 | 37.8 | 25 | 30.1 |515| 51 |51.2 79.2 | 85.2 | 82.1

TE+S+G 70.1 | 28.6 | 28.6 | 28.6 | 65.7 | 45.1 | 53.5
TE+S+D 714 1333 | 1.8 | 34 | 51.1 | 647 | 571
TE+G+D 69.2 | 309 | 44.6 | 36.5 | 63.5 | 32.4 | 429
TE+S+G+D | 71.8 | 38.5 | 179 | 244 | 70.6 | 353 | 47.1
TE+UFI —

78.2 | 87.3 | 82.5
79.9 | 87.6 | 83.6
79.9 | 87.3 | 83.4
74.3 | 95.5 | 83.6

(=l el o] Nl Nl o) o) Nl Ne)
[} Rl o] el ] o) Jo) Ne) )
(=) el o] Nl Nl o) o) Ne) He)
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and expert annotations and reports a similarly low
Cohen’s Kappa of 0.14. Van Hee et al. (2015) work
on classification of cyberbullying using a Dutch
corpus and report Kappa scores between 0.19 and
0.69. Kwok and Wang (2013) report an overall
inter-annotator agreement of only 33% when inves-
tigating racist tweets. Nobata et al. (2016) report a
relatively high agreement for binary classification
of clean vs. abusive for social media comments on
Yahoo! (Kappa = 0.843), but this number drops
significantly when different subcategories for the
abusive comments are introduced (such as hate,
derogatory language and profanity, with Kappa
decreasing to 0.456).

Using the basic setup of our network with Twit-
ter embeddings does not improve over the FastText
baseline (with accuracies of 72.2 vs. 73.9 for Task
1 and 65.2 vs. 68.3 for Task 2, respectively). How-
ever, adding additional types of information (or
combinations), we do improve over this baseline,
by 7.1 points in accuracy for Task 1 and 3.9 points
in Task 2 in the best scoring setup.

In addition to different opinions on what consti-
tutes and does not constitute “offensive language”
(in terms of inter-annotator agreement), also the
usage of automatically labelled data has its limita-
tions. While ‘distantly labelled’ data might have a
beneficial effect if manually labelled data is small,
it might lose its effect with increasing gold stan-
dard data. The quality of automatically labelled
data also plays an important role. As mentioned
before, even Twitter users who post large numbers
of offensive tweets do not do so exclusively. In
various cases people might show a radical opinion
without being explicitly offensive, and sometimes
people also just talk about daily life using standard,
acceptable language. Yet other times, they may use
highly offensive language when complaining about
the weather. The same rather high variance can
be observed for people belonging to the OTHER
user group. This means the data contains a large
number of false positives and false negatives. A
method which is able to deal with noisy data more
robustly might have been more suitable.

Adding explicit sentiment information did im-
prove over the setup using only the Twitter em-
beddings. Intuitively, a negative sentiment can be
expected to align with the OFFENSE class for Task
1, and perhaps be less informative for Task 2. This
is in any case reflected by the scores, as there is
an almost 6 point increase in accuracy for Task 1,
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but a smaller increase for Task 2 (almost 4 points).
However, a closer analysis shows, that many tweets
might contain negative sentiment words without be-
ing offensive, such as ‘arbeitslos’ (‘unemployed”)
or ‘Fliichtling’ (‘refugee’).

As for the added gender information, doing a
factorized analysis of the different classes (in Task
1 and Task 2) and gender distribution, we did not
see a clear hint that either male or female authors
behave more offensive, profane, abusive or insult-
ing. Yet, this feature improved performance for
both tasks. While perhaps a clear correlation could
not be established, it is possible that by includ-
ing gender information, we are implicitly encoding
certain features of tweets that help the network in
differentiating between the classes.

Adding the descriptions that users publish about
themselves (on their Twitter profile pages) in-
creased the most when cross-validating the training
set, compared to the setup using only embeddings.
As explained in Section 4.1, the idea behind this
feature is that certain users could be more likely
to trigger hateful language. This would be cap-
tured by the classifier without the description as
well (i. e., the user name showing up in the user
mention would be an important feature). How-
ever, since user names are not likely to be present
in the embeddings (hence, they will not have an
informative representation using only the embed-
dings setup), adding the description the users added
themselves, consisting of individual words which
are more likely to be represented in the embed-
dings, will add information. For Task 1, this ad-
ditional information improves just over 8 points
to the embeddings-only setup, and for Task 2 the
improvement is 7 points in accuracy.

Apart from the presented approaches, we made
the first steps towards exploiting available re-
sources in other languages to have at our dis-
posal more training data for the neuronal net-
works. Given that the task is concerned with Ger-
man tweets with limited amounts of German data
available, we experimented with a crosslingual ap-
proach, i.e., expanding on the German language
data by adding English language data. For the first
attempt, we used the NLP+CSS_2017 data set (Jha
et al., 2017).” The original data set (containing
10,095 unique tweets) was annotated for detecting
benevolent sexism (labels used: BENEVOLENT,

"https://github.com/AkshitaJdha/NLP_
CSS_2017
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HOSTILE, OTHER). Matching the definition of
abusive language according to GermEval’s anno-
tation guidelines all instances of sexism found in
the cleaned corpus (only tweets with a clear inner-
annotator agreement were kept) were tagged as
ABUSE and all remaining tweets were simply clas-
sified as OTHER.

In order to use data sets in different languages,
we mapped the word embeddings of both data sets
(one in English, another in German) onto each
other, both generated from Wikipedia data, using
MUSE.? Under the assumption that the specific
characteristics (word embeddings) use the same
vector space, the neural network should not explic-
itly register the difference between English and
German training data, and should, hence, produce
better results. This crosslingual approach produces
71.5% average accuracy in Task 1 and 67.9% aver-
age accuracy in Task 2. These preliminary results
demonstrate that the accuracy numbers have not
increased compared to the other approaches. We
will investigate the crosslingual approach in more
detail in follow-up work.

8 Conclusions and Future Work

We have developed a CNN-based approach on Ger-
man Twitter data to predict offensiveness. The data
is annotated at two levels; one coarse level indicat-
ing whether or not the tweet is offensive (Task 1),
and one detailed level indicating whether offensive
tweets are insulting, profane or abusive (Task 2).
We augment the available training data with several
different types of information and in the best scor-
ing setup achieve an accuracy increase of 7.1 points
for Task 1 and 3.9 points for Task 2, comparing to a
baseline implementation using FastText. This sets
the marks of our best attempt at an accuracy of 81
for Task 1 and 72.2 for Task 2.

Various previous studies and also our own experi-
ments demonstrate that the automatic classification
of offensive language, including closely related
linguistic categories, with a very high degree of
accuracy is a very challenging task. The low in-
ter annotator agreement often mentioned above is,
obviously, due to the highly subjective nature of
language perception and interpretation. For some
people certain expressions constitute “offensive lan-
guage”, for others they do not. It is challenging,
maybe even impossible, to break this down into

8https ://github.com/facebookresearch/
MUSE

101

a binary classification task or into a task with a
small number of categories. This socio-technical
challenge notwithstanding, it is surely worthwhile
to continue this line of research to arrive at larger
data sets, better and more adequate categories and
more suitable evaluation procedures. It would also
be interesting to investigate the different ways an
automatic text classification procedure could help
and assist social media users flagging and respond-
ing to, but also composing messages. After all,
maybe many instances of offensive language could
be taken care of by making sure that they never
come into existence. For example, Twitter users
who are writing a tweet or a reply to a certain user
and who use, based on an automatic classifier, of-
fensive language, could be shown an alert window
before posting, reminding them that they are prob-
ably using offensive language and that there is an
actual human being on the other end of the line
who may take offense by language of this nature.
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