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Abstract. Dynamic business processes are challenged by constant changes due to 

unstable environments, unexpected incidents and difficult to predict behaviours. In 

industry areas like customer support, complex incidents can be regarded as in-

stances of a dynamic process since there can be no static planning against their 

unique nature. Support engineers will work with any means at their disposal to 

solve any emerging case and define a custom prioritization strategy, to achieve the 

best possible result. To assist with this, in this paper we describe a novel workflow 

application to address the tasks of high solution accuracy and shorter prediction 

resolution time. We describe how workflows can be generated to assist experts and 

how our solution can scale over time to produce domain-specific reusable cases 

for similar problems. Our work is evaluated using data from 5000 workflows from 

the automotive industry. 

Keywords: Business Processes, Case-based Reasoning, Deep Learning, Natural 

Language Processing. 

1 Introduction 

Customer support is the most important service of a business. Speaking from a cus-

tomer’s experience there are only a few times where customer service was great, with-

out the feeling of treating her/him as just another ticket. Effective customer support 

poses several challenges for a company since any solitary case can involve a variety of 

complex factors as well as substantial obscurity and uncertainty in its description. For 

a trained engineer to complete a series of workflow cases with all cases must be prior-

itized and executed on a daily schedule. Routing must be determined based on each 

case problem definition, complexity, priority in accordance with any historical evidence 

(past workflow cases) that may lead to a solution. This work proposes a hybrid solution 
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using deep learning and case-based reasoning (CBR) on business process workflows to 

increase solution accuracy and minimize the cost of a solution retrieval.  

The growth of intensive data-driven decision-making has caused broad recognition 

[1], and the promise that Artificial Intelligence (AI) technologies can augment it even 

further. Within the Case-based Reasoning community there have been several examples 

of applying data-driven methods to fast changing work environments with several ben-

efits from it. Recently, the customer experience industry has adopted a data-centric vi-

sion in an equivalent way, as companies embrace the power of data to optimize their 

business workflows and the quality of their services [1]. 

This work focuses on large-scale customer support, helping help-desk managers to 

optimize their prioritization strategies and achieve increased performance. A key con-

cept in that is timely case resolution, measured in resolved cases per minute, which 

usually leads to high resolution vs. lower accuracy. Research on successful customer 

support ticket resolutions has identified several features that influence resolutions re-

sults. For example, the work of Maddern et al. [14] looks at the effect of grammatically 

incorrect sentences, abbreviations, mixes among different languages and semantic chal-

lenges. Besides the knowledge containers domain vocabulary: how similarity measures 

are formulated and can identify the adaptation knowledge [7]. 

Customer support cases usually resemble an application workflow which follows a 

certain business process. Business processes can be represented sets of activities with 

temporal relationships and constraints. Business processes are highly standardized to 

be monitored automatically [31] [32] [33]. Several standards are now available to that 

can be integrated with bespoke large scale portals. The Business Process Modelling 

Notation (BPMN) developed by the Business Process Management Initiative (BPMI) 

and Object Management Group (OMG) provides a standard for the graphical represen-

tation of workflow-based business processes [28]. Standards produced for business pro-

cess representation aim to cover the definition, orchestration and choreography of a 

business process. Over the last few years, several standards have emerged and are 

widely accepted and supported by mainly Service Oriented Architecture (SOA) enter-

prise technologies. An example is the OASIS Business Process Execution Language 

(BPEL), short for Web Services BPEL (WS-BPEL) [29] and the XML Process Defini-

tion Language (XPDL) which is standardized to interchange Business Process defini-

tions between different workflow products and systems [30]. 

Deep Learning algorithms are effective when dealing with learning from substantial 

amounts of both structured and unstructured data. Within the CBR paradigm, Deep 

Learning models can benefit from any available data, any integration of the two faces 

substantial challenges [3]. While Deep Learning can be applied to learn from large vol-

umes of labeled data, it can also be attractive for learning from substantial amounts of 

unlabeled/unsupervised data [4][5][6], making it attractive for extracting meaningful 

representations and patterns from large volumes of Workflow Data.  

This paper proposes a hybrid approach using CBR and Deep Learning to mitigate 

the challenges that come from complex workflow domains. This approach is being 

evaluated with Help-Desk support engineers while prioritizing and solving new, raw-

content workflows. We present DeepTMS, a hybrid Textual Case-based reasoning 



(hTCBR) approach using Deep Neural Networks while a) not relying on manually con-

structed similarity measures as with traditional CBR and b) it does not require domain 

expertise to decode any domain knowledge.  

This paper is structured as follows: First we describe the related work to our ap-

proach. Section 3 explains our approach, our domain challenges and the followed solu-

tion architecture. Section 4 presents the carried-out evaluation with domain experts to 

ensure the efficiency of our proposed approach. Finally section 5 concludes this work 

and presents our future directions. 

2 Related Work 

A business process is tightly dependent on its workflow representation. When monitor-

ing information about a business process, the current workflow state must be analysed 

and compared using domain/model knowledge and knowledge gained from experience.  

As problems usually recur, if similar cases are found this can provide the context for 

reasoning about the workflow or, if no such precedent can be found, new knowledge 

can be derived in the form of a new case that can be stored in the system for later use. 

This approach matches the behaviour and process of Case-Based Reasoning (CBR) 

systems which follows the Retrieve, Reuse, Revise, Retain model [2]. CBR seems an 

effective way of monitoring business processes [31][32] when represented as graphs 

and spatio-temporal [34] or structural similarity measures are applied [27].  

Related work to this research also relates to text processing with mixed languages, 

customer support and CBR systems and automation of text relation extraction. Textual 

CBR supports cases represented as text. Text representation states several challenges 

since text is unstructured and can have grammatically incorrect sentences. This research 

can be compared to the work presented in [19] [20] [21], where hybrid CBR approaches 

(CBR with Natural Language Processing – NLP-) frameworks were used to process the 

knowledge written in free text. In this work, NLP frameworks were not able to process 

text spanned across different languages since there were several issues related to accu-

rate sentence parsing. Therefore, we suggest a different approach using Deep Neural 

Networks to ease the task of finding similarities between workflows and automate the 

knowledge from textual workflows. 

HOMER [22] [23] is a help desk support system designer for the same purpose of 

DeepTMS. HOMER used an object-oriented approach to represent cases and used a 

question-answering approach to retrieve cases. HOMER showed very good results 

when it first presented in 1998 and after its further improvement in 2004. However, any 

existing fast-pace work environments demand solutions that can deal with big amounts 

of data in real time with minimum human interference. Comparing to DeepTMS, we 

focused more on how to automate the extraction of similarities and deal with unstruc-

tured or mixed-languages text, but this approach also can’t be automated to be inte-

grated in business environments. 

Finding the relation between text and extract features are key criteria in the success 

of any textual CBR system. These tasks require a lot of effort and normally can take a 

long time to be done accurately. Different approaches have been presented to build text 



similarities and find higher order relationships [24]. The work of automating knowledge 

extraction using Neural Networks can be compared to the work presented in [25] where 

authors represented the text using dubbed Text Reasoning Relevant work has been seen 

in Graph (TRG), a graph- based representation with expressive power to represent the 

chain of reasoning underlying the analysis as well as facilitate the adaptation of a past 

analysis to a new problem. The atuhors have used manually constructed lexico-syntac-

tic patterns developed by Khoo [26] to extract the relations between texts. 

3 Hybrid Textual CBR Approach on Workflows 

Text is used to express knowledge. Text is a collection of words in any well- known 

language that can convey a meaning (i.e., ideas) when interpreted in aggregation [8]. 

To build a textual CBR system we follow the system process and how normally the 

workflow experts prioritize and route cases. From this process key attributes are iden-

tified as key ones to decide. In a support ticket management system these can be: 

1. Subject  

2. Content  

3. Sender Group (The company was organized internally in diverse groups and each 

group had its own applications and systems)  

4. Case priority assigned as assigned by the team who reported it.  

Upon the above attributes, an expert can decide how to proceed with this workflow and 

the CBR case can be defined as: 

 

1. Case Generation: Since attributes are few, workflow cases can have flat attribute-

value representation features 

2. Case Retrieval: Since NLP has substantial complexity case similarities require a 

rich, context-aware similarity measure. As such a trained neural network for identi-

fying and recommending solutions from the historical case base can be selected. 

3. Case Adaptation: Adaptation rules can be generated based on agent behavioral 

patterns and be recorded in the case management workflow “memory” of the CBR 

system 

 

NLP challenges in Business process workflows include tedious and time-consuming 

building cases task for domain experts since they are not able to cope with the cases 

numbers. Any existing knowledge base as well as new tickets can be received in a 

multi-lingual format (e.g. English, German, French, etc.). Multi-languages add substan-

tial complexity in the text analysis and pre-processing both in building and retrieving 

similar cases. Cases can be written by non-native speakers and can contain several 

grammar mistakes or vague domain abbreviations. Due to the last two challenges it is 

not possible to resort to any traditional NLP frameworks for text understanding like 

TwitterNLP and Stanford NLP, since their application does not return sufficient results.  

Our approach is based on Deep Neural Networks and Word Embeddings to improve 

the text pre-processing and similarity measures. Therefore, we propose a solution ar-

chitecture which connects end to end: data, the CBR process and workflow experts 



DeepTMS solution architecture consists of three main modules (See Figure 1): 

 

 

Fig. 1. DeepTMS Solution Architecture 

 

1. Input Process (Data Generation) Module: This module is responsible for generat-

ing and simulating the emails (tickets) stream. 

2. Map/Reduce -Hadoop- Cluster (Data Processing & Retrieval): This mod- ule is 

responsible for receiving the tickets and doing the ticket content pre- processing/pro-

cessing, then retrieve the similar tickets from the Case Base (Case Generation, Re-

trieval & Retain). 

3. Graphical User Interface (Data Visualization): This module is responsible for vis-

ualizing the results to the system end-users. 

Our proposed architecture combines a Deep Neural Network with CBR to capture and 

decode domain knowledge in the context of NLP. It is applied throughout the task of 

prioritizing cases based on their content and it measures text similarity based on their 

semantics. We present several Neural Network types to represent a sequence of sen-

tences as a convenient input for our different models.  

 The proposed methodology supports several NLP modules to handle workflow 

cases. These can include Support Vector Machines (SVM) and/or Vectorization to pri-

oritize cases. Large volumes of case can be used to test the methodology as well as 

several states of the art neural network models like: Convolutional Neural Networks 

(CNNs), Recurrent Neural Network (RNNs), and Long Short- Term Memory (LSTMs) 

[16] to test and compare results 

 

 

 

 



Vocabulary 

 

Vocabulary is one of the knowledge containers that represents information collected 

from the domain to express knowledge [17]. By filling in this container we identify 

terms that are useful for the main system tasks. The acquisition of the domain vocabu-

lary can have direct effects on any system performance, and that’s why it is usually 

done with intensive help from domain experts. To improve any domain acquired vo-

cabulary, we can follow the typical three methods described in [7]. Out of domain 

words and extracted key features that represent certain text can be identified by using 

the Word2Vec models [12]. In the next section we describe how exactly Word2Vec 

worked to build neural word embeddings. 

 

Word Embedding 

 

Most of the Deep Learning models can’t process strings or plain text. They require 

vectorized representation as inputs to perform any sort of job, classification, regression, 

etc. Several NLP systems and techniques treat words as atomic units, therefore, in order 

to apply a Deep Learning model on NLP, words are vectorized using word embeddings 

is the process of converting text into a numerical representation for further processing. 

The distinct types of word embeddings can fall into two main categories: 

 

1. Frequency-based embedding (FBE): 

FBE algorithms focus mainly on the number of occurrences for each word, which re-

quires a lot of time to process and exhaustive memory allocation to store the co-occur-

rence matrix. A severe disadvantage of this approach is that quite important words may 

be skipped since they may not appear frequently in the text corpus. 

2. Prediction-based embedding (PBE): 

PBE algorithms are based on Neural Networks. These methods are prediction based in 

the sense that they assign probabilities to seen words. PBE algorithms seem the present 

state of the art for tasks like word analogies and word similarities. 

 

PBE methodologies were known to be limited in their word representations until Mi-

tolov et al. introduced Word2Vec to the NLP community [12]. Word2vec consists of 

two neural network language models: A Continuous Bag of Words (CBOW) and Skip-

gram. In both models, a window of predefined length is moved along the corpus, and 

in each step the network is trained with the words inside the window. Whereas the 

CBOW model is trained to predict the word in the center of the window based on the 

surrounding words, the Skip-gram model is trained to predict the context based on the 

central word. Once the neural network has been trained, the learned linear transfor-

mation in the hidden layer is regarded as the word representation. In this work we have 

used Skip-gram model since it demonstrates better performance in semantic task iden-

tification [13]. 

 

 

 



Text Pre-Processing  

 

In the text Pre-Processing stage, raw text corpus preparation tasks are taking place in 

anticipation of text mining or NLP. Models like Word2Vec can be trained over case 

corpuses to build cases used in similarity measures. As any text pre-processing tasks, 

two main components can be identified, these of Tokenization and Normalization. To-

kenization is a step which splits longer strings of text into smaller pieces, or tokens. 

Normalization generally refers to a series of related tasks meant to put all text on a level 

playing field: converting all text to the same case (upper or lower), removing punctua-

tion, converting numbers to their word equivalents, and so on. Normalization puts all 

words on equal footing and allows processing to proceed uniformly. Normalizing text 

can mean performing several tasks, but for our approach, we will apply normalization 

in four steps: 1. Stemming, 2. Lemmatization 3. Eliminating any stopping words (Ger-

man or English) 4. Noise Removal (e.g. greetings & signatures). The Word2Vec model 

or any other model that could be built as a substitution to the traditional   taxonomies. 

 

Similarity Measures  

 

Similarity measures are highly domain dependent and used to describe how cases are 

related to each other. In CBR, comparison of cases can be performed along multiple 

important dimensions [9] [11]. Cases that only match partially, can be adapted to a 

problem situation, using domain knowledge contained in the system [10]. Thus meth-

ods Information Retrieval (IR) that are based only on statistical inferences over word 

vectors, are not appropriate or sufficient. Instead, mechanisms for mapping textual 

cases onto a structured representation are required. A basic assumption for applying the 

principle for similarity measures is that both arguments of the measure follow the same 

construction process. This allows comparing the corresponding sub-objects in a sys-

tematic way. For our system we defined the two types of similarity measures: Local 

Similarity Measures and Global Similarity Measures. Local Similarity Measures de-

scribe the similarity between two attributes and the Global Similarity Measures de-

scribe the similarity between two complete cases. 

 

Local Similarity Measures (LSM): LSM are heavily dependent on local domain exper-

tise. We have mainly four attributes which are distinctive except for the email subject 

and content. For the Priority (integer) and Sending Groups (distinctive strings) we used 

distance functions. For the email subject and content, we counted upon the Word2Vec 

model to give us the similarity degrees between different texts, after applying all the 

prepossessing tasks. 

 

Global Similarity Measures (GSM): GSM defines the relations between attributes and 

gives an overall weight to the retrieved case. The weight of each attribute demonstrates 

its importance within the case. Methods like the weighted Euclidean distance for the 

calculation of the global similarity can be applied, as also shown in [15] .  

 

 



4 Experimental Evaluation 
 

Our proposed methodology is being evaluated on a real helpdesk environment which 

offers customer support service. This work has been a joint application between the the 

German Research Center for Artificial Intelligence (DFKI) and a Multinational Auto-

motive Company (the company) with multiple offices throughout the world. Inside the 

company, most of the helpdesk cases come through emails to a dedicated team. Once 

received experts prioritize the cases and assign them to specialist engineers both inside 

and outside the team to work on it. The company has several historical datasets describ-

ing a plethora of issues they have happened along with given solutions. A historical 

workflow case could be represented in the form of Problem Description, Solution and 

Keywords. When new tickets arrive, an expert should search within the company’s 

knowledge base to confirm whether any solution(s) exists or not.  

 The system evaluation is considering the workflow priority (as provided by the neu-

ral network) and any retrieved neighbor cases and the suggested solutions to the visited 

case. 

During our system testing and evaluation phase, we decided to use different Neural 

Network models to explore, validate and compare accuracy results for each model. We 

applied three Neural Network models: CNNs, RNNs, and LSTMs [16]. Word2Vec was 

applied to vectorize text input and build word representations in the vector space (See 

Figure 2). Sequences of such vectors were processed using various neural net architec-

tures. 

 

Fig. 2. Text Vectorization 

 

 

Word2Vec was built using 300,000 historical workflow cases in an unsupervised 

training mode. All networks were built with one hidden layer, and utilized the a custom 

trained Word2Vec model. To train the three different neural net models, we have also 

used 300,000 old tickets with known priorities in a supervised learning process. An 

additional 10,000 tickets were used to evaluate the models in prioritizing the test tickets 

automatically. Table 1 summarizes the prioritizing stage results. 

 

 

 

 

 

 



Table 1: Prioritization Results 

 

Neural Network Model Accuracy Precision Recall F1 
Convolutional   Neural Net 

(CNN) 
82.67% 82.52% 82.64% 82.58% 

Recurrent   Neural Net 
(RNN) 

89.28% 89.19% 89.27% 89.23% 

Long   Short-Term  
Memory Net (LSTM) 

92.35% 92.13% 92.23% 92.16% 

 

 

Further to the initial results, a second form evaluation was conducted using the best 

performing algorithm on cases. The evaluation was conducted among the company ex-

perts and it was based on DeepTMS’s performance on a qualitative level. DeepTMS 

suggested 10 solutions to any new workflow case. Experts were called to decide 

whether the most relevant solution was included in the retrieved corpus of cases. 4 slots 

were created among 10000 workflow cases and the following results were obtained:  

Was it between retrieved wokflows one and three:  7764 cases – 77.64% 

Was it between retrieved wokflows four and seven:  1468 cases – 14.68% 

Was it between retrieved wokflows eight and ten: 692 cases – 6.92% 

Was not listed: 76 cases – 0.76% 

 

DeepTMS is using neural networks in case pre-processing to eliminate the redundant 

text and pass the most relevant text to deep neural networks for prioritization purposes. 

For our evaluation LSTM seems to out- performed all the other neural network models, 

however it is prone to computational overheads both during its training phase, and its 

text processing afterwards. CNNs seem appropriate to areas where changes occur in the 

network architecture and can give promising results in text processing as well [18]. 

CNNs are faster in training and processing phases than RNNs and LSTMs. Since an 

LSTM is a special RNN case they seemed to per- form well on text tasks, better t stand-

ard CNNs and worse than LSTMs. In terms of training and processing performance 

they take longer than CNNs and less time compared to LSTMs. Word Embedding train-

ing using Word2Vec and their utilisation  within the neural networks models can give 

a descent performance and it can be improved with more text we use in building the 

model, since it expands the word corpus and improves the ability to find relationships 

between words.  In our evaluation word2vec is built based on 50000 cases. 

  

5 Conclusions 
 

This paper presents a novel approach to Workflow management systems using textual 

CBR and Deep neural networks. Automatic feature extraction can be possible using 

such a hybrid technique and the results are promising as it has been seen in a real ap-

plication. DeepTMS seems a solid framework to begin our work in this area and we 

aim to expand it towards real time case processing as well as experimenting with more 

advanced deep learning algorithms such as adversarial generative networks or Siamese 



networks. This work has shown that it is possible to have a solid, hybrid, text handling 

architecture using CBR however more work is required to demonstrate its general ap-

plicability.  
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