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Abstract
One of the main challenges in the development
of summarization tools is summarization qual-
ity evaluation. On the one hand, the human as-
sessment of summarization quality conducted
by linguistic experts is slow, expensive, and
still not a standardized procedure. On the other
hand, the automatic assessment metrics are re-
ported not to correlate high enough with hu-
man quality ratings. As a solution, we propose
crowdsourcing as a fast, scalable, and cost-
effective alternative to expert evaluations to as-
sess the intrinsic and extrinsic quality of sum-
marization by comparing crowd ratings with
expert ratings and automatic metrics such as
ROUGE, BLEU, or BertScore on a German
summarization data set. Our results provide a
basis for best practices for crowd-based sum-
marization evaluation regarding major influ-
ential factors such as the best annotation ag-
gregation method, the influence of readability
and reading effort on summarization evalua-
tion, and the optimal number of crowd workers
to achieve comparable results to experts, espe-
cially when determining factors such as over-
all quality, grammaticality, referential clarity,
focus, structure & coherence, summary useful-
ness, and summary informativeness.

1 Introduction

Even though there has been an enormous increase
in automatic summarization research, human eval-
uation of summarization is still an understudied
aspect. One the one hand, there is no standard pro-
cedure for conducting human evaluation, which is
leading to a high degree of variation and different
results (Van Der Lee et al., 2019); on the other
hand, human evaluation is usually carried out in
a traditional laboratory environment by linguistic
experts, which is costly and time-consuming to
run and prone to subjective biases (Celikyilmaz
et al., 2020). Therefore, automatic evaluation met-
rics such as BLEU and ROUGE have been used as

substitutes for human evaluation (Papineni et al.,
2002; Lin, 2004). However, they require expert
summaries as references to be calculated and are
often reported not to correlate with human evalua-
tions regarding the readability, grammaticality, and
content-related factors (Novikova et al., 2017).

In the other NLP domains, crowdsourcing has
been proposed as an alternative to overcome these
challenges, showing that crowd workers’ aggre-
gated responses could produce quality approach-
ing those produced by experts (Snow et al., 2008;
Callison-Burch, 2009; Nowak and Rüger, 2010). In
the summarization evaluation, very few researchers
have investigated crowdsourcing as an alternative,
eventually concluding that the chosen crowd-based
evaluation methods are not reliable enough to pro-
duce consistent scores (Gillick and Liu, 2010; Fab-
bri et al., 2020). However, the authors did not apply
any pre-qualification test, did not provide informa-
tion about the number of crowd workers, did not
apply annotation aggregation methods, or did not
analyze the effect of reading effort and readabil-
ity of source texts caused by the text’s structural,
and formal composure. Additionally, they used the
TAC and CNN/Daily Mail data set derived from
high-quality English texts. So, there is a research
gap regarding the best practices for crowd-based
evaluation of summarization, especially for lan-
guages other than English and noisy internet data.

We address this gap in the following ways: 1) We
use a German summarization data set derived from
an online question-answering forum; 2) We apply
pre-qualification tests and set a threshold for mini-
mum task completion duration in crowdsourcing;
3) We collect intrinsic and extrinsic quality ratings
from 24 different crowd workers per summary in
order to analyze consistency; 4) We use different
annotation aggregation methods on crowdsourced
data; 5) We analyze the effect of annotation ag-
gregation methods, reading effort, and the number
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of crowd workers per item on robustness, compar-
ing results from a) expert assessment; b) crowd
assessment; c) state of the art automatic assessment
metrics. Especially, languages other than English
can benefit from our results, since they lack easy-
to-use automatic evaluation metrics in the form of
simplified toolkits, and a well-executed evaluation
can accelerate the research on automatic summa-
rization (Fabbri et al., 2020).

2 Related Work

2.1 Automatic Summarization Evaluation

The automatic evaluation of summarization can
be categorized into two categories: untrained au-
tomatic metrics, which do not require machine
learning but are based on string overlap, or con-
tent overlap between machine-generated and expert
generated summaries (ground-truth), and machine-
learned metrics that are based on machine-learned
models (Celikyilmaz et al., 2020).

2.1.1 Untrained Automatic Metrics
The most common untrained automatic metrics for
summarization evaluation are BLEU, METEOR,
and ROUGE, which rely on counting n-grams and
calculating Precision, Recall, and F-measure by
comparing one or several system summaries to
reference summaries generated by experts (Pap-
ineni et al., 2002; Denkowski and Lavie, 2014;
Lin, 2004). As Gao et al. (2019) stated, ROUGE
is the most popular method to assess the summa-
rization quality, and at least one of the ROUGE
variant is used in 87% of papers on summarization
in ACL conferences between 2013 and 2018. In
recent years, many variations on ROUGE and other
measures have been introduced in the literature
(Zhou et al., 2006; Ng and Abrecht, 2015; Gane-
san, 2018). However, they have been criticized
because of the wide range of correlations being
weak to strong with human assessment reported in
the summarization literature and for being not suit-
able for capturing important quality aspects (Reiter
and Belz, 2009; Graham, 2015; Novikova et al.,
2017; Peyrard and Eckle-Kohler, 2017). Therefore,
more and more researchers refrain from using au-
tomatic metrics as a primary evaluation method
(Reiter, 2018). Still, Van Der Lee et al. (2019) re-
port that 80% of the empirical papers presented at
the ACL track on NLG or at the INLG conference
in 2018 using automatic metrics due to the lack of
alternatives and the fast and cost-effective nature.

2.1.2 Trained Automatic Metrics
Over the last few years, NLP researchers pro-
posed new machine-learned automatic metrics
trained using BERT contextual embeddings such as
BertScore, BLEURT, and BLANC to evaluate the
natural language generation (NLG) quality, which
can also be applied to summarization evaluation
(Devlin et al., 2019; Zhang et al., 2019; Sellam
et al., 2020; Vasilyev et al., 2020). BertScore and
BLEURT still require expert generated summaries
as ground-truth and computes the similarity of two
summaries as a sum of cosine similarities between
their tokens’ embeddings. Zhang et al. (2019) re-
ported that BertScore correlates better than the
other state of the art metrics in the domain of ma-
chine translation and image captioning tasks, Sel-
lam et al. (2020) showing that BLEURT correlates
better than BertScore with human judgments on the
WMT17 Metrics Shared Task. Unlike these met-
rics, the BLANC score is designed not to require
any reference summaries aiming for fully human-
free summary quality estimation (Vasilyev et al.,
2020). BLANC was shown to correlate as good as
ROUGE on CNN/DailyMail data set.

2.2 Human Evaluation
Human evaluation can be conducted as pair com-
parison (compared to expert summaries) or using
absolute scales without having a reference. One of
the common human evaluation methods using pair
comparison is the PYRAMID method (Nenkova
and Passonneau, 2004). In the PYRAMID method,
sentences in summaries are split into Summary
Content Units for both system and reference sum-
maries and compared with each other based on con-
tent. So, it measures only the summaries’ relative
quality and does not give a sense of the summary’s
absolute quality. In this paper, we focus on abso-
lute quality measurement in which the generated
summaries are demonstrated to the evaluators one
at a time, and they judge summary quality individ-
ually by rating the quality along a Likert or sliding
scale. Therefore, we do not use the PYRAMID
method in our human evaluation and collect human
ratings on two categories: intrinsic (linguistic) and
extrinsic (content) evaluation (Jones and Galliers,
1995; Steinberger and Ježek, 2012).

2.2.1 Intrinsic (Linguistic) Evaluation
In intrinsic evaluation, domain experts are usually
asked to evaluate the quality of the given summary,
either as overall quality or along some specific
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dimension without reading the source document
(Celikyilmaz et al., 2020). To determine the in-
trinsic quality of summarization, the following five
text readability (linguistic quality) scores are most
commonly used: grammaticality, non-redundancy,
referential clarity, focus, and structure & coherence.
In the section 3, we determine these scores based
on the definitions in Dang (2005).

2.2.2 Extrinsic (Content) Evaluation
In extrinsic evaluation, domain experts evaluate
a system’s performance on the task for which it
was designed, so the evaluation of summary qual-
ity is accomplished based on the source document
(Lloret et al., 2018). The most common extrinsic
quality measures are: 1) “Summary usefulness” -
also called content responsiveness - which deter-
mines the summary’s usefulness concerning how
useful the extracted summary is to satisfy the given
goal; 2) “Source text usefulness” - also called rel-
evance assessment - which examines how useful
the source document is to satisfy the given goal; 3)
“Summary informativeness” measuring how much
information from the source document is preserved
in the extracted summary (Mani, 2001; Conroy and
Dang, 2008; Shapira et al., 2019).

2.3 Crowdsourcing for Summarization
Evaluation

Crowdsourcing has been used as a fast and cost-
effective alternative to traditional subjective eval-
uation with experts in summarization evaluation;
however, it has not been explored as thoroughly
as other NLG tasks, such as evaluating machine
translation (Lloret et al., 2018). In the few papers
where crowdsourcing has been used for summa-
rization evaluation, the quality of crowdsourced
data has been repeatedly questioned because of the
crowd worker‘s inaccuracy and the complexity of
summarization evaluation.

For example, Gillick and Liu (2010) found that
the ratings from non-expert crowd workers do not
correlate the expert ratings on the TAC summa-
rization data set, which contains 100-word sum-
maries of a set of 10 newswire articles about a
particular topic. A similar conclusion was reached
by Lloret et al. (2013), who created a corpus for
abstractive image summarization with five crowd
workers per item. However, besides the fact that
results were obtained from other domains than the
presented telecommunication domain in this work,
in both works, the authors did not apply any pre-

qualification test or did not provide information
about crowdsourcing task details, which can also
cause a rather large influencing effect. Following,
Gao et al. (2018); Falke et al. (2017); Fan et al.
(2018) have used crowdsourcing as the source of
human evaluation to rate their automatic summa-
rization systems. Nevertheless, they did not ques-
tion the robustness of crowdsourcing for this task
and compared the crowd with expert data. Also,
we have shown that crowdsourcing achieves almost
the same results as the laboratory studies using 7-9
crowd workers, but we did not compare the crowd
with experts (Iskender et al., 2020). Fabbri et al.
(2020) compared the crowd with expert evaluation
on CNN/Daily Mail data set using only five crowd
workers per summary. They also found that crowd
and expert ratings do not correlate and emphasized
the need for protocols for improving the human
evaluation of summarization.

To improve the quality of crowdsourcing, re-
searchers have developed several methods such
as filtering and aggregation (Kairam and Heer,
2016). When filtering crowd workers, the first
approach focuses on the pre-qualification tasks de-
signed based on the task characteristics (Mitra et al.,
2015). While aggregating crowd judgments, the
majority vote is the most common technique (Chat-
terjee et al., 2019). Much more complex annotation
aggregation methods such as probabilistic models
of annotation, accounting item level effects, or clus-
tering methods have been introduced in the recent
years (Passonneau and Carpenter, 2014; Whitehill
et al., 2009; Luther et al., 2015).

To provide the best practices for crowd-
based summarization evaluation, we apply pre-
qualification and focus on the following aggrega-
tion methods in this paper: 1) MOS: Mean Opinion
Score (MOS) takes the mean of all judgments for
a given item and is one of the most popular met-
rics for subjective quality evaluation (Streijl et al.,
2016; Chatterjee et al., 2019), 2) Majority Vote: In
Majority Vote, the answer with the highest votes
is selected as the final aggregated value, and it
is the most popular method in subjective quality
evaluation with crowdsourcing (Hovy et al., 2013;
Hung et al., 2013), 3) Crowdtruth: It represents
the crowdsourcing system in its three main com-
ponents – input media units, workers, and anno-
tations. It is designed to capture inter-annotator
disagreement in crowdsourcing and aims to col-
lect gold standard data for training and evaluation
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of cognitive computing systems using crowdsourc-
ing (Dumitrache et al., 2018a). Dumitrache et al.
(2018b) have shown that the Crowdtruth performs
better than the majority vote in different domains,
4) MACE: Multi-Annotator Competence Estima-
tion (MACE) is a probabilistic model that computes
competence estimates of the individual annotators
and the most likely answer to each item (Hovy
et al., 2013). Paun et al. (2018) have shown that
MACE performs better than the other annotation
aggregation methods in evaluations against the gold
standard. This model is possibly most widely ap-
plied to linguistic data (Plank et al., 2014; Sabou
et al., 2014; Habernal and Gurevych, 2016).

3 Experiments

3.1 Data Set
In our experiments, we used the same German sum-
mary data set with 50 summaries as described in
Iskender et al. (2020). The corpus contains queries
with an average word count of 7.78, the shortest
one with four words, and the longest with 17 words;
posts from a customer forum of Deutsche Telekom
with an average word count of 555, the shortest
one with 155 words, and the longest with 1005
words; and corresponding query-based extractive
summaries with an average word count of 63.32,
the shortest one with 24 words, and the longest one
with 147 words.

3.2 Crowdsourcing Study
We collected crowd annotations using Crowdee1

Platform. Crowd workers were only allowed to
perform the summary evaluation task after passing
two qualification tests in the following order: 1)
German language proficiency test provided by the
Crowdee platform with a score of 0.9 and above
(scale [0, 1]), 2) Summarization evaluation test con-
taining deliberately designed bad and good exam-
ples of summaries to be recognized by the crowd.
Here, a maximum of 20 points could be reached
by crowd workers, and we kept crowd workers ex-
ceeding 12 points. Besides, according to our expert
pre-testing, we set 90 seconds as a threshold for the
minimum task completion duration and eliminated
all the crowd answers under this threshold.

In the main task, a brief explanation of the sum-
mary creation process was shown first with an ex-
ample of a query, forum posts, and a summary to
provide background information. After reading all

1https://www.crowdee.com/

instructions, crowd workers evaluated nine qual-
ity factors of a single summary using a 5 point
scale with the labels very good, good, moderate,
bad, very bad in the following order: 1) overall
quality, 2) grammaticality, 3) non-redundancy, 4)
referential clarity, 5) focus, 6) structure & coher-
ence, 7) summary usefulness, 8) post usefulness
and 9) summary informativeness. In the first six
questions, the corresponding forum posts and the
query were not shown to the crowd workers (intrin-
sic quality); in question 7, we showed the original
query; in questions 8 and 9, the original query and
the corresponding forum posts. In total, 24 repeti-
tions per item for each of these nine questions were
collected, resulting in 10,800 labels (50 summaries
x 9 questions x 24 repetitions). Compensation was
carefully calculated to ensure the minimum wage
of e 9.35 per hour in Germany. Overall, 46 crowd
workers (19f, 27m, Mage = 43) completed the in-
dividual sets of tasks within 20 days where they
spent 249,884 seconds, ca. 69.4 hours at total.

3.3 Expert Evaluation

We used a similar approach to the Delphi method
to obtain a consensus among experts in an iterative
procedure (Linstone et al., 1975; Sanchan et al.,
2017). In the first evaluation round, two experts,
who are Masters students in linguistics, evaluated
separately the same summarization data set using
the same task design as crowd workers by using
Crowdee Platform to avoid any user interface bi-
ases. After the first evaluation round, the inter-rater
agreement calculated by Cohen’s κ showed that the
experts often diverted in their assessment. In order
to reach an acceptable inter-rater agreement score,
physical follow-up meetings with experts were ar-
ranged. In these meetings, experts discussed causes
and backgrounds of their ratings for each item they
disagreed, simultaneously creating a more detailed
definition and evaluation criteria catalog for each
score for future experiments. After the meeting, ac-
ceptable inter-rater agreement scores were achieved
(see Section 4). In total, 900 ratings (50 Summary
x 9 questions x 2 experts) were collected.

3.4 Automatic Evaluation

We calculated the BLEU and ROUGE scores using
the sumeval library2 for German, BertScore3, and

2https://github.com/chakki-works/
sumeval

3https://github.com/Tiiiger/bert_score

https://www.crowdee.com/
https://github.com/chakki-works/sumeval
https://github.com/chakki-works/sumeval
https://github.com/Tiiiger/bert_score
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BLEURT4 scores using bert-base-german-cased
configuration. All of these four metrics require
gold standard summaries, which were created by
the two linguistic experts. The gold standard sum-
maries have an average word count of 58.18, the
shortest one with 14 words, and the longest with
112 words. In addition, we calculated the human-
free summary quality estimation metric BLANC5

using bert-base-german-cased configuration. The
reason for selecting these five metrics is that they
either are the baseline of automatic summariza-
tion evaluation metrics (BLEU and ROUGE) or
the latest AI-based metrics (BertScore, BLEURT,
BLANC) which have not been applied to a German
summarization data set.

4 Results

Results are presented for the scores overall quality
(OQ), the five intrinsic quality scores (including
grammaticality (GR), non-redundancy (NR), ref-
erential clarity (RC), focus (FO), structure & co-
herence (SC)) and the three extrinsic quality scores
(summary usefulness (SU), post usefulness (PU)
and summary informativeness (SI)). We will refer
to these labels by their abbreviations in this sec-
tion. For our human-based evaluation, we analyzed
10,800 ratings from the crowdsourcing study and
900 ratings from the expert evaluation. For auto-
matic evaluation, we analyzed the BLEU, ROUGE-
1, ROUGE-2, ROUGE-L, BertScore (we use F-
scores for these metrics), BLEURT by taking the
mean of scores calculated using two expert sum-
maries and the BLANC scores resulting in 350
scores (50 summaries x 7 automatic metrics).

4.1 Comparing Crowd with Expert

Before comparing expert ratings with the crowd,
we calculated Cohen’s κ and Krippendorff’s α
scores to measure the inter-rater agreement be-
tween two experts and the raw agreement scores
as recommended in Van Der Lee et al. (2019) (see
Table 1). Looking at the raw agreement, we see
that experts gave the same ratings at least 70 % of
the data for all nine measures after the second eval-
uation round. Further, Cohen’s κ scores show that
there is substantial (0.6-0.8] or almost perfect agree-
ment (0.80-1.0] between experts for all measures
except for NR, PU, and SI being weak (0.40-0.59)

4https://github.com/google-research/
bleurt

5https://github.com/PrimerAI/blanc

Measure Raw Agr. in % κ α

OQ 82 0.637 0.820
GR 78 0.626 0.815
NR 70 0.520 0.796
RC 88 0.819 0.907
FO 80 0.685 0.777
SC 82 0.743 0.893
SU 76 0.635 0.835
PU 70 0.469 0.630
SI 76 0.565 0.764

Table 1: Raw agreement in %, Cohen’s κ and Krippen-
dorff’s α of expert ratings

(Landis and Koch, 1977).
Also, we calculated Krippendorff’s α, which is

technically a measure of evaluator disagreement
rather than agreement and the most common of
the measures in the set NLG papers surveyed in
Amidei et al. (2019). The Krippendorff’s α scores
for all the other measures are good [0.8-1.0] ex-
cept for PO and SI measures, which are tentative
[0.67-0.8) and PU measure, which should be dis-
carded because it is 0.04 lower than the threshold
0.67 Krippendorff (1980). Because of the minimal
difference of 0.04, we decided to still use the PU
measure in our further analysis for interpretation.
With these results, we achieved a better agreement
level than the average expert agreement of sum-
marization evaluation reported in other papers Van
Der Lee et al. (2019).

We use the mean of expert ratings for all quality
measures as our ground-truth for our further anal-
ysis. To test the normality of expert ratings, we
carried out Anderson-Darling tests showing that
the measures OQ, NR, FO, and SI were not nor-
mally distributed (p < 0.05). Therefore, we apply
non-parametric statistics in the following sections.

4.1.1 Annotation Aggregation Methods

To investigate the effect of the annotation aggre-
gation methods on the correlation coefficients be-
tween the crowd and expert ratings, we compared
MOS with the baseline Majority Vote and two
weighted-rank metrics CrowdTruth and MACE us-
ing crowdtruth-core6 and MACE7 libraries. Table
2 shows the Spearman’s ρ correlation coefficients
between crowd and experts by using these four

6https://github.com/CrowdTruth/
CrowdTruth-core

7https://github.com/dirkhovy/MACE

https://github.com/google-research/bleurt
https://github.com/google-research/bleurt
https://github.com/PrimerAI/blanc
https://github.com/CrowdTruth/CrowdTruth-core
https://github.com/CrowdTruth/CrowdTruth-core
https://github.com/dirkhovy/MACE
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Measure MOS Maj. Vote Crowdtruth MACE

OQ .730 .624 .702 .654
GR .706 .696 .721 .633
NR .581 .523 .553 .490
RC .741 .619 .726 .647
FO .656 .516 .636 .516
SC .828 .690 .834 .748
SU .688 .60 .677 .561
PU .464 NS .435 NS
SI .619 .482 .609 .523

p < 0.05 for all correlations
NS: Not Significant

Table 2: Spearman’s ρ correlation coefficients between
crowd and expert ratings for all measures by the aggre-
gation methods MOS, Majority Vote, Crowdtruth and
MACE

aggregation methods, and the bold coefficients cor-
respond to row maxima.

For all measures, Majority Vote and MACE per-
formed worse than MOS and Crowdtruth. For mea-
sures OQ, NR, RC, FO, SU, PU, and SI, MOS
performed better than the Crowdtruth, and for GR
and SC, Crowdtruth performed better than MOS by
all correlation coefficients. To determine if these
differences are statistically significant, we applied
Zou’s confidence intervals test for dependent and
overlapping variables and found out that the dif-
ferences between correlation coefficients were not
statistically significant for all nine measures (Zou,
2007). Based on this correlation analysis, we rec-
ommend using MOS as the aggregation method for
crowd-based summarization evaluation since ag-
gregation using MOS delivers the most comparable
aggregates compared to experts and easy to apply.

Analyzing the Spearman’s ρ correlation coef-
ficients between the crowd and expert ratings by
MOS, we see that all correlation coefficients were
statistically significant, ranging from moderate
(NR, PU) to strong (OQ, GR, RC, FO, SU, SI)
and very strong (SC), where SC had the highest
correlation coefficient of 0.828 and PU the lowest
correlation coefficient of 0.464. This result sug-
gests that crowdsourcing can be used instead of
experts when determining the structure & coher-
ence of a summarization. For determining OQ, GR,
RC, FO, SU, and SI, crowdsourcing can be pre-
ferred since the overall correlation coefficients are
strong, but the results should be interpreted with
some degree of caution. However, when evaluating
the non-redundancy and post usefulness, experts

should be used for more robust results.
To investigate the differences between the crowd

and expert judgments, we conducted the Mann-
Whitney U test for each pair of nine quality scores.
We observed no significant difference between the
median ratings of OQ, SC, SU, and SI measures.
This result suggests that crowdsourcing can be used
instead of experts when determining these four
measures without significant deviation in absolute
score rating value. Please note that the ratings’ dis-
tributions allow for significant equality in estimated
mean values (here as the median) even on levels
where correlations did not show very strong but
only strong magnitudes.

However, there were statistically significant
difference between GRCrowd (M = 3.667) and
GRExpert (M = 4.0), NRCrowd (M = 3.865)
and NRExpert (M = 4.0), RCCrowd (M = 3.794)
and RCExpert (M = 4.0), FOCrowd (M = 4.048)
and FOExpert (M = 4.250), as well as PUCrowd
(M = 3.856) and PUExpert (M = 4.0), showing
that the crowd workers rated these factors statis-
tically lower than the experts. This observation
might be explained by the fact that the nature of
extractive summarization and inherent text quality
losses - compared to naturally composed text flow
- are more familiar to experts than to non-experts,
so they can distinguish between the unnaturalness
and the linguistic quality in more robust ways.

4.1.2 Effect of Reading Effort
In this section, we analyzed the seven measures
which achieve a correlation coefficient above 0.6
with experts: OQ, GR, RC, FO, SC, SU, and SI.
Because the text’s structural and formal composure,
among many other factors, can cause difficulty in
summarization evaluation, we analyzed the quality
assessment performance of crowd workers regard-
ing two distinct factors: a) readability of the text;
b) reading effort in terms of overall stimuli length
by dividing our data into six groups.

As our first reading effort criteria, we used the
automated readability index (ARI), a readability
test designed to assess a text’s understandability,
where a low ARI score indicates higher readability
of a text (Feng et al., 2010). We split the packaged
data into two groups by the median ARI scores
of source texts (ARI-Low, ARI-High) calculated
using textstat8 library. Because the amount of in-
formation to be read and understood by any crowd

8https://github.com/shivam5992/
textstat

https://github.com/shivam5992/textstat
https://github.com/shivam5992/textstat
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Figure 1: Spearman’s ρ correlation coefficients be-
tween crowd and expert ratings for six groups

participant may cause degrading concentration and
motivation levels when the reading effort gets too
long, we also split the data by the median of the
word count of the summaries (M = 56) (Summary-
Short, Summary-Long), and by the median of the
forum posts (M = 516) (Posts-Short, Posts-Long).

Figure 1 displays all the correlation coefficients
for the six groups. Here, we recognized that there
was a certain pattern for all group pairs where corre-
lation coefficients between the crowd and expert rat-
ings were in groups “ARI-Low”, “Summary-Short”,
and “Posts-Short” higher than the correlation coef-
ficients in groups “ARI-High”, “Summary-Long”,
and “Posts-Long” except for SI. The reason for
the opposite trend of SI in groups divided by the
summary length might be that the long summaries
naturally contain more information, so it is easier
for crowd workers to identify the summary infor-
mativeness. Other than this opposite trend of SI,
we can derive the intuitive assumption that text un-
derstandability and reading effort have a noticeable
effect on crowd judgments’ robustness. Crowd
workers may be used instead of experts for the
evaluation of rather short summaries derived from
documents with high readability.

4.1.3 Optimal Crowd Worker Number

To find out the optimal number of required crowd
workers assessments per item, we plot the change
of correlation coefficients between the crowd and
expert ratings for all nine measures, where the
x-axis shows the number of crowd workers per
item in measured order, and the y-axis displays the
Spearman ρ correlation coefficients between the
crowd and expert ratings in Figure 2.

Looking at Figure 2, three or fewer crowd work-
ers as annotators are not sufficient, and a study with

Figure 2: Spearman’s ρ correlation coefficients be-
tween crowd and expert ratings by the number of crowd
workers

a low number of crowd workers would not deliver
a qualitative result since the correlation coefficient
increase by increasing the number of crowd work-
ers. However, this increase ends a saturation point
between the number of repetitions and the resulting
correlation coefficient. In order to determine the
accurate optimal number of repetitions, we applied
the method described in our paper Iskender et al.
(2020), where multiple randomized runs are simu-
lated in order to determine a “knee point” robustly,
after which any additional repetitions no longer
cause an adequate increase of overall correlation
coefficients between the crowd and expert ratings.
Our findings are directly in line with our findings
in Iskender et al. (2020), where we applied this
method to compare the crowd rating with labora-
tory ratings and stated that 7-9 crowd workers are
the optimal number to achieve almost the same
results as laboratory results in general.

We found that the knee point is 5 for RC; 7 for
OQ, GR, NR, FO, SC, SU, and SI; 8 for PU. This
result shows that generally, after collecting data
from 5-8 different crowd workers depending on
the measure, collecting one more additional crowd
judgment was no longer worth the increase in cor-
relation coefficient between the crowd and expert.

4.2 Human vs. Automatic Evaluation

As explained in section 2.1, we calculated BLEU
(x̄ = 0.294), F1-Scores of ROUGE-1 (x̄ = 0.459),
ROUGE-2 (x̄ = 0.345), ROUGE-L (x̄ = 0.380),
and BertScore (x̄ = 0.371) as well as BLANC
(x̄ = 0.281) and BLEURT (x̄ = −0.492) scores
for our data set using the summaries from two ex-
perts as our gold standard.

While analyzing the Spearman’s correlation co-
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Measure OQ RC FO SU SI

ROUGE-1 0.351 NS 0.323 0.395 0.420
ROUGE-2 NS NS NS 0.304 0.326
ROUGE-L NS NS NS 0.284 0.315
BertScore 0.333 0.302 0.322 0.390 0.397

p < 0.05 for all correlations
NS: Not significant

Table 3: Spearman’s ρ correlation coefficients between
ROUGE scores, BertScore, and crowd ratings

efficients between the automatic scores and the
crowd ratings, we observed that only ROUGE and
BertScore scores correlated with OQ, RC, FO, SU,
and SI of the crowd judgments (see Table 3). Look-
ing at the correlation coefficients between expert
ratings and automatic metrics (see Table 4), we also
found that there was a significant correlation be-
tween only ROUGE and BertScore scores and OQ,
GR, RC, and SI of expert ratings. Generally, we ob-
served that overall correlations were of weak level,
looking at the magnitude of any significant corre-
lation found. Even though we used most recent
metrics other than ROUGE trained on BERT, such
as BertScore (Van Der Lee et al., 2019), our find-
ings verify that automatic metrics do not correlate
with linguistic quality metrics in the summarization
domain.

Although Papineni et al. (2002); Lin (2004);
Zhang et al. (2019) reported high correlations with
humans on the content-related quality assessment
in the corresponding original papers, we showed
that these metrics correlate poorly with any human
rating, from crowd or expert, verifying the find-
ings of Van Der Lee et al. (2019) for our data set.
The reason for this difference is that the BLEU
score is developed for measuring machine trans-
lation quality and tested on a translation data set.
BertScore is also not evaluated using a summariza-
tion data set in the original corresponding paper.
Only, ROUGE metric is tested on summarization
data sets. However, in the human evaluation part of
the original paper, the evaluators assigned content
coverage scores to a candidate summary compared
to a manual summary, which is very similar to the
way of working of ROUGE calculating the n-gram
match of a candidate summary in comparison to
a manual summary. In our human evaluation, we
did not apply pair comparison, and the ratings were
given on an absolute scale, which might be the
reason for the low correlation coefficients between

Measure OQ GR RC SI

ROUGE-1 0.315 0.365 NS 0.377
BertScore 0.04 0.320 0.318 NS

p < 0.05 for all correlations
NS: Not significant

Table 4: Spearman’s ρ correlation coefficients between
ROUGE scores, BertScore, and expert ratings

automatic metrics and human ratings in our study.
We also calculated BLEURT and BLANC

scores, but we treat them as preliminary results
since we did not apply any special pre-training to
these metrics. We found that BLEURT does not
correlate with any of the crowd and expert ratings
significantly. Similarly, BLANC does not corre-
late with any of the crowd rating except for NR
(ρ = −0.342), and surprisingly it correlates sig-
nificantly and negatively with expert ratings for
NR (ρ = −0.473) , RC (ρ = −0.308), and SC
(ρ = −0.347). We can not explain the reasons
for the negative correlation and speculate that this
might be due to not applying pre-training.

5 Conclusion and Future Work

In this paper, we provide a basis for best practices
for crowd-based summarization evaluation by com-
paring different annotation aggregation methods,
analyzing the effect of reading effort and readabil-
ity, and approaching an estimate of an optimal num-
ber of required crowd workers per item in order to
as closely as possible resemble experts’ assessment
quality through crowdsourcing.

When determining structure & coherence, we
suggest that crowdsourcing can be used as a direct
substitute for experts proven by the very strong cor-
relation coefficient. For determining overall quality,
grammaticality, referential clarity, focus, summary
usefulness, and summary informativeness, crowd-
sourcing can be preferred as the overall correlation
still results strong, but the results should be inter-
preted carefully. However, when evaluating non-
redundancy and post usefulness, experts should be
used for more robust results, as correlations result
moderate only.

Our experiments further recommend following
best-practices when using crowdsourcing instead of
experts: 1) In general 5-8 crowd workers should an-
notate a given summary, 2) MOS should be used as
an aggregation method to achieve optimally compa-
rable results to experts, 3) Crowdsourcing may be
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used at best when readability of the source and read-
ing effort of the task is of rather low and straightfor-
ward nature. We also confirm the findings of Du-
mitrache et al. (2018b) that Crowdtruth performs
better than the MACE. Further, we confirm that the
automatic evaluation metrics BLEU, ROUGE, and
BertScore can not be used to evaluate the linguis-
tic quality, and we show that automatic evaluation
metrics correlate poorly with any content-related
absolute human rating, from crowd or expert, ver-
ifying the findings of Van Der Lee et al. (2019)
for our domain. Therefore, crowdsourcing should
generally be the preferred evaluation method over
automated scores in the summarization evaluation.

Since the vast majority of research on summa-
rization bases on the TAC or CNN/Dailymail data
sets, there is a lack of works from other languages
or domains. We address this gap by using a Ger-
man forum summarization data set derived from
an online forum in the telecommunication domain.
Contrary to the findings of Gillick and Liu (2010)
and Fabbri et al. (2020), we achieve significant
correlations between the crowd and expert ratings
ranging from moderate to very strong magnitude,
as well as no significant difference in absolute mean
rating in between the crowd and expert assessment
for overall quality, structure & coherence, sum-
mary usefulness, and summary informativeness.
Other scales show a slight but still significant bias
towards lower ratings of about less than 0.3pt abso-
lute. These are important findings in the develop-
ment of NLG tools for summarization. In particu-
lar, summarization tools developed for languages
other than English for which it is harder to conduct
expert evaluations and find easy-to-use automatic
metrics could benefit highly from our findings.

However, this study has some limitations since
we conduct our analysis using only a single data set
derived from an online forum in the telecommuni-
cation domain. The level of domain knowledge of
crowd workers and experts about the telecommuni-
cation service might play a role when determining
content-related quality measures such as post use-
fulness. So, the effect of the domain knowledge
should be investigated in detail in future work. An-
other shortcoming of this paper is that our sum-
marization data set is derived from noisy internet
data, and the summary length does not differ much.
As shown in section 4.1.2, the readability of the
source document and varying lengths of summaries
might affect the results; therefore, the same anal-

ysis should be conducted on one more data set.
Additionally, our data set was monolingual, so ex-
ploring the language-based effects will also be part
of future work.

Further, this study is that we did not investigate
the effect of the crowdsourcing task design and
learning effect on the correlation coefficient be-
tween the crowd and expert ratings. Questions
regarding the limitation to the number of assign-
ments taken on by an evaluator (both for crowd and
expert) and evaluators’ behavior (becoming more
lenient or strict over time) should also be analyzed
in future work. Also, we did not use the pairwise
comparison in our task design and only focused on
absolute quality rating. For that reason, investigat-
ing the pairwise comparison using crowdsourcing
and its comparison to absolute rating should be con-
sidered as an essential aspect of the crowdsourcing
task design in future work.

Despite the limitations of our study, this paper
is the first paper in the summarization evaluation
literature that provides evidence for clear support
for using crowdsourcing to evaluate summarization
quality and adds to a growing corpus of research
on the summarization evaluation.
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