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Abstract

Video anomaly detection (VAD) addresses the problem
of automatically finding anomalous events in video data.
The primary data modalities on which current VAD sys-
tems work on are monochrome or RGB images. Using
depth data in this context instead is still hardly explored in
spite of depth images being a popular choice in many other
computer vision research areas and the increasing avail-
ability of inexpensive depth camera hardware. We evalu-
ate the application of existing autoencoder-based methods
on depth video and propose how the advantages of using
depth data can be leveraged by integration into the loss
function. Training is done unsupervised using normal se-
quences without need for any additional annotations. We
show that depth allows easy extraction of auxiliary informa-
tion for scene analysis in the form of a foreground mask and
demonstrate its beneficial effect on the anomaly detection
performance through evaluation on a large public dataset,
for which we are also the first ones to present results on.

1. Introduction
Detecting anomalous events automatically from mea-

surements of a system or the environment has been a long-
standing field of research with a wide range of applica-
tions, such as network analysis [6] or the diagnosis of dis-
eases from medical data [8]. Compared with other detection
tasks, anomaly detection comes with some additional chal-
lenges, such as high heterogeneity of different anomalies
and general uncertainty about their spatio-temporal prop-
erties [27]. Video anomaly detection poses the additional
problem of the high dimensionality of image data, which
demands for methods that scale favourably in this respect.
Deep neural networks have proven to be especially well
suited in such cases across many different problems related
to computer vision and also prevail in approaches to address
video anomaly detection nowadays [25]. Our work is also in
line with this direction and employs an autoencoder-based
principle in which a representation of normality is learned

and subsequently used to detect anomalies (see Section 3.1).
The predominant data modality in VAD research is

RGB1 video, since RGB cameras are the most common
hardware to record data for image-based monitoring. Depth
video, however, is yet hardly explored as an alternative, de-
spite its popularity in many other fields of computer vision
research [31, 32]. Especially time-of-flight (ToF) camera
technology has recently become increasingly affordable and
improvements in recent hardware allow for high spatial res-
olution and range in measurements.

A general benefit of depth data is that it allows to detect
and classify persons and objects in the scene, and to local-
ize them precisely in space, independently of the texture,
color or light conditions. Because of this robustness, highly
accurate people counting systems on the market are already
based on ToF technology [2, 3]. Research which explores
the potential of recent time-of-flight cameras for more ad-
vanced and challenging applications as VAD is therefore
clearly warranted.

Another advantage of using depth instead of RGB im-
ages is linked to the privacy aspect. Time-of-flight depth
images generally provide little information useful for iden-
tifying a specific person, This would also allow collecting
raw data during operation to enlarge the training while pre-
serving privacy. Overall, depth-based monitoring can help
to provide safety where a monitoring system is mandatory
and at the same time avoid the risk of negative societal im-
pact that the implementation of such systems might entail.

Our work aims at advancing the newly emerging re-
search in VAD on ToF depth data by investigating how ex-
isting algorithms could be adapted to this data modality in
order to enhance detection performance. To summarize, the
main contributions of our work are:

• Performing generic unsupervised anomaly detection
using a Time-of-flight depth image as input, accom-
panied by experiments validating the benefits of this
modality compared to infrared intensity images.

1When referring to RGB video in the following, we also mean
monochrome video (e.g. by a surveillance camera) since it can be con-
sidered a special case of RGB.



• Presenting the first extensive evaluation on the newly
introduced TIMo dataset [28] over different anomaly
detection methods and different anomaly cases.

• A combined approach for anomaly detection us-
ing depth images that outperforms other autoencoder
methods proposed for RGB-based VAD by utilizing
the advantages of depth data in foreground-aware loss
functions.

• Introducing Vision Transformer-based (ViT) autoen-
coder networks for the problem of anomaly detection
and comparing their performance to convolution-based
networks.

The rest of the paper is structured as follows: Section 2
gives a short overview of other methods and how they relate
to the one we propose. We will then present our approach
in Section 3 and the results of the evaluation on the TIMo
dataset and a discussion thereof in Section 4. We conclude
our work and contributions in Section 5.

2. Related Work
The general task of anomaly detection has been a re-

search topic for a long time and many different approaches
were presented over the time [5]. With the great successes
of deep learning in pattern recognition-related task, deep
neural networks have also been increasingly adopted for
anomaly detection [20, 25, 27].

The subtopic of video anomaly detection first gained
widespread attention in the mid- to late-2000s. Many of
the approaches that were proposed during this period used
optical flow or object trajectories to represent motion and
stochastic models such as Hidden Markov Models to cap-
ture scene activity [4, 26].

Since VAD can be thought of as a frame-level binary
classification task, one way of approaching the problem is
to apply supervised learning techniques. A concept that has
proven to be useful in this context for anomaly detection is
contrastive loss. The general idea is to apply the notion of
metric learning in order to train a DNN to create embed-
dings of the samples such that normal ones form clusters
while anomalous ones are more distant in the embedding
space. Examples of works employing contrastive loss are
those by Köpüklü et al. [21] and Khan et al. [19]. These
works are moreover both among the very few works as of
now that use depth video as the primary data modality, but
differ from our work in that we aim at an unsupervised ap-
proach.

A key challenge for many anomaly detection applica-
tions is the rarity of anomalous events. Creating large
datasets of anomalies can thus often turn out to be imprac-
tical, since it is inherently an open set recognition problem.
The lack of knowledge about what kind of anomalies might

occur during inference in the real world makes it impossible
to compile even a remotely exhaustive training set. Conse-
quently, unsupervised approaches are especially interesting
in this context. Instead of learning to distinguish between
normal and anomalous samples directly, these methods usu-
ally aim at learning a representation of patterns of normal
motion and spatial appearance and some mechanism to de-
tect anomalies as significant deviations thereof.

Our work is based on the general approach of training
autoencoder networks to perform either reconstruction or
prediction of video frames, which is detailed in Section 3.1.
There are a few other concepts to approach anomaly detec-
tion in an unsupervised way. These include using genera-
tive adversarial networks (GAN) [10] and clustering or es-
timating densities in the latent space of an autoencoder [27].
These methods come with their own challenges, though.
Getting a GAN to train successfully is known to often be
difficult. Clustering or estimating densities on the other
hand requires the latent space to be designed with a di-
mensionality that provides a good tradeoff between repre-
sentational capacity and still allow the algorithm for clus-
tering/density estimation to run with practicable computa-
tional cost. The autoencoder-based reconstruction and pre-
diction concept that we employ tends to be rather straight-
forward in comparison.

An advantage of using RGB video lies in the availability
of many well-established algorithms that can be used to ex-
tract auxiliary information to aid the anomaly detection. An
example is the frequent use of optical flow to help detect-
ing motion-based anomalies [11, 13, 22, 33]. Some works
use much higher-level information, e.g. human skeleton es-
timations [24] or object detections [11, 15, 18]. A potential
issue that can arise from using information such as human
skeletons or bounding boxes of detected objects is the risk
that the algorithms used for their estimation might not work
reliably in case of anomalies. Many of these algorithms im-
plicitly make use of the i.i.d. assumption, which is likely to
be violated by the data produced by an anomalous event.
Moreover, many of these approaches do not translate well
to ToF depth video directly because the algorithms are not
as mature yet or the concepts themselves are harder to ap-
ply to it. e.g., optical flow computation on ToF data suffers
from lack of texture and regions of invalid pixels (for a de-
scription of ToF camera artefacts see, e.g. [1, 34]).

The use of foreground masks is a key aspect of our work.
The basic idea itself is not new, an example of how it has
been successfully applied in the training of a neural network
is the work of Song et al. [30]. They proposed using binary
mask to improve person re-identification and demonstrated
the positive effect on performance. Their approach to gener-
ating the masks is based on fully connected network trained
on labeled data. Since depth data facilitates foreground seg-
mentation significantly compared to RGB, we can employ



a more efficient and versatile method to generate the masks,
which is detailed in Section 3.7.

3. Approach

The networks we use in our evaluations employ the
principle of learning latent representations of normality by
training an autoencoder in a unsupverised way. This princi-
ple is outlined below and we subsequently detail the specific
network architectures.

3.1. Autoencoder-based VAD

A popular choice when approaching anomaly detection
in an unsupervised way are mechanisms based on autoen-
coder networks and proxy tasks. Autoencoder architectures
are generally designed in such a way that they compress a
high-dimensional input into a low-dimensional latent repre-
sentation (i.e. the encoder) and subsequently use this repre-
sentation to reconstruct the original input data (i.e. the de-
coder). The reconstruction is a proxy task, since the rel-
evant output is not the reconstruction itself, but its devi-
ation from the ground truth, which is captured by a loss
function and governs the training process of the network.
This basic principle is used in video anomaly detection to
have the autoencoder learn a latent representation of nor-
mality by providing it a large number of normal samples to
train with. Normal parts of a video are thus expected to be
reconstructed with low error because of their similarity to
what the network has learned to represent. Anomalies are
in turn expected to cause a higher loss when being recon-
structed. The loss can hence be interpreted as an anomaly
score. An alternative proxy task is the prediction of future
frames. The same logic applies, normal events are expected
to be predicted more precisely while anomalous events are
harder to predict and thus lead to higher loss.

3.2. Network Architectures

We evaluated a total of five different autoencoder-based
networks. All of them are based on the concept of using
either reconstruction loss or prediction loss as an anomaly
score. Some existing approaches reconstruct or predict
whole sequences of frames (e.g. [16]), which means that
some form of interpolation technique is necessary to obtain
frame-level anomaly scores. We constrained the set of ap-
proaches to such ones that produce an anomaly score that is
directly associated to an individual frame in order to facili-
tate the comparison. This is achieved by having all networks
only predict or reconstruct a single frame.

For the convolutional networks, we consistently use a
kernel size of 5×5. We do not employ regularization tech-
niques such as dropout. We only added slight normally
distributed noise to the images before it is processed by
the autoencoder, which is a common technique to facilitate

that the autoencoder learns more robust latent representa-
tions [35]. This is moreover independent from the specific
network architecture and can thus be easily applied to all
the ones we present. The sequences for the prediction-based
networks each consist of 4 frames.

3.2.1 Reconstruction Convolutional Autoencoder (R-
CAE)

The first network architecture we investigate is a convolu-
tional autoencoder, which performs reconstruction of single
frames. This basic principle was already used in early deep
learning-based video anomaly detection, such as in the work
by Hasan et al. [16].

The network consists of three convolutional layers in the
encoder with subsequent 2×2 max-pooling operations. The
number of filters is reduced from 32 at the input layer down
to 8 in the central latent space and then increased again to
64 through transposed convolutional layers and upsampling
operations until the final convolution layer performs the im-
age reconstruction step.

3.3. Prediction Convolutional Autoencoder (P-
CAE)

This network also uses the basic principle behind convo-
lutional autoencoders, but instead performs prediction. The
sequence of four images is presented to the network as a ten-
sor where the images are ordered along an additional tensor
dimension. Hasan et al. [16] proposed a network that is sim-
ilar to the one presented here, but uses different kernel sizes,
strides and reconstructs the whole input sequence instead of
predicting a single future frame.

The network’s encoder consists of five convolutional lay-
ers with subsequent 2×2 max-pooling operations. The de-
coder employs five transposed convolutional layers with
2×2 upsampling operations performed after each layer. The
number of filters is reduced from initially 64 down to 4 in
the central latent space and then increased again to 64 be-
fore the final layer, which is again a transposed convolu-
tional layer that generates the frame prediction.

3.4. Prediction Convolutional LSTM (P-
ConvLSTM)

Networks using the long short-term memory (LSTM)
[17] concept usually involve flattening the data, which can
be undesirable when applied to image data because spatial
structure is partially lost this way. The ConvLSTM archi-
tecture originally proposed by Shi et al. in [29] aims at ad-
dressing this problem by combining LSTM cells and the
convolution operation. This architecture has already been
successfully used in the VAD context by Luo et al. [23].
Their network design is the basis for the one we propose.



Param. K Kkinect ∆Pmax α TW NH

Value 1.25 5 · 10−4 100 0.4 300 90

Table 1. Choice of parameters for the algorithm of Braham et
al. [9]

The network consists of 6 ConvLSTM cells with a number
of 8 hidden dimensions in each cell.

3.5. Reconstruction Vision Transformer (R-ViT-
AE)

Just like the R-CAE, this network is trained to recon-
struct the frame it receives as an input. The difference lies
in the internal architecture. Instead of convolutions, this
network is based on the concept of a transformer applied
to the image domain [12], i.e. a vision transformer (ViT).
The network we use builds on the work and accompanying
implementation of Ahmed et al. [7], who propose a self-
supervised vision transformer architecture which they ap-
ply to the problem of reconstructing corrupted images. Our
network is set up with 4 layers, a patch size of 16×16 pixels
and an embedding dimension of 8.

3.6. Prediction Vision Transformer (P-ViT-AE)

Following the same concepts as before, this network uses
the same architecture as the R-ViT-AE but instead receives
a sequence of the four previous frames and outputs a pre-
diction of the next frame.

3.7. Foreground Mask Generation

Among the most basic information that can be used to
analyze a scene based on images is the segmentation into
foreground and background. Hence, this problem has been
the subject of long-standing research in computer vision re-
search. Our motivation for applying this segmentation in the
context of anomaly detection is the notion that anomalous
events occur in the foreground of an observed scene.

For RGB images, background segmentation turns out to
be challenging in many cases [14]. When using depth im-
ages on the other hand, the task of segmenting foreground
and background becomes much more straightforward and
can be achieved with relatively simple algorithms and low
computational effort. We use the algorithm presented by
Braham et al. in [9]. It is pixel-based and the parameters
directly relate to physical quantities, which allows setting
parameters based on knowledge of the sensor and basic as-
sumptions about the scene (e.g. a rough order of magnitude
estimate of how fast objects in the scene move). It is there-
fore well-suited to be part of an unsupervised approach. The
parameters we used are given in Table 1.

For a detailed description of the algorithm, we refer to
[9]. The basic working principle is that each pixel main-

(a) A0186, frame no. 76 (b) A1454, frame no. 94

Figure 1. Examples of the computed foreground masks for two
selected frames. Depth is visualized using a color mapping where
depth increases from blue to red. Dark blue corresponds to invalid
measurements. (Top to bottom: Infrared, depth, foreground mask.)

tains a simple model of its historical state and can switch
between being considered background or foreground. Such
a transition might occur for instance if a background pixel
has a sudden large change in its current depth value. This in-
dicates that the pixel is now part of the image’s foreground –
as opposed to being background where only small changes
due to noise would be expected. Invalid pixel states are also
considered, which is important for ToF data with potentially
lots of invalid measurements due to e.g. flying pixels. The
algorithm is bootstrapped by defining the initial state as be-
ing all background, which corresponds to an empty scene.
Figure 1 shows example of masks that were generated by
our implementation of the algorithm.

The authors of [9] propose applying a median filter as
a post-processing step to the image to mitigate noise. We
observed that this leads to loss of some finer details in the
mask in our case and consequently do not perform median
filtering. We instead apply a Gaussian filter with a kernel
size of 5×5. The foreground mask is thus not binary and



can extend slightly into regions around the foreground ob-
ject’s valid pixels. The borders of flying pixel around ob-
jects often also carry some shape information, which can be
partly captured this way.

3.8. Loss Functions

We trained all of the networks with three different loss
functions to evaluate their effect on the anomaly detection
performance. The loss functions are detailed below.

3.8.1 MSE

The MSE loss we employ is the customary mean squared
error function, sometimes also referred to as the squared L2
norm. The target used to compute the output’s error is the
subsequent frame in case of the prediction and the current
frame in case of reconstruction.

3.8.2 F-MSE

The foreground MSE (F-MSE) applies the foreground mask
values directly to the MSE computation. Equation (1) de-
tails the computation of the F-MSE loss over n output pixel
values ŷi and target pixel values yi and the value of the fore-
ground mask mi at the respective position. Background re-
gions where mi = 0 thus do not increase the overall loss.

F-MSE (y, ŷ) =

∑n
i=1 mi (yi − ŷi)

2

n
(1)

3.8.3 W-MSE

The weighted MSE (W-MSE) also computes the MSE be-
tween the output and the target image, but adds a factor to
put stronger weight on error inside the foreground mask.
The choice of a weighting factor of course allows for in-
finitely many different choices. We chose a factor of 8, i.e.
the loss for pixels within the foreground mask is increased
by adding eight times the loss times the mask value at the
position to the MSE. The background loss is thus still rel-
evant for the overall loss, but there is a strong emphasis on
the foreground. The value 8 for the weighting factor was se-
lected using a rough grid search in the range of [2, 128] and
lead to distinguishable results of the W-MSE loss compared
to MSE and F-MSE. The W-MSE loss can be expressed as
a combination of the MSE and F-MSE functions as shown
in Equation (2).

W-MSE (y, ŷ) = MSE (y, ŷ) + 8 · F-MSE (y, ŷ) (2)

3.9. Post-Processing the Anomaly Score

The training process does not enforce temporal smooth-
ness of the anomaly score, which can lead to fluctuation

with high amplitude across time. This is a known issue in
anomaly detection research and can be addressed by em-
ploying a low-pass filtering technique to post-process the
anomaly score [21]. We use a moving average operation
with a sliding-window of length of 10. This attenuates the
fluctuations in the anomaly score and also leads to a slight
improvement in the overall detection performance (see sup-
plementary material for more details).

4. Experiments and Analysis

All five networks were evaluated in combination with
each of the three loss functions. The optimizer we use is
Adam with a learning rate of 0.001. During the development
of the network architectures, we observed that the loss al-
ready converges during the first epoch and the anomaly de-
tection performance w.r.t. the metrics we use did not change
significantly when training for longer. We thus trained the
networks only for a single epoch and leave the learning rate
unchanged during the training. Training took place on a sin-
gle Nvidia GeForce GTX Titan X. Details on inference time
performance can be found in the supplementary material.

4.1. Dataset and Data Normalization

We use the TIMo dataset [28] for evaluation, which fea-
tures depth and infrared videos of normal and anomalous
human behaviour in two indoor scenes captured by a Mi-
crosoft Azure Kinect ToF camera. One of the scenes uses
a tilted view perspective and the camera’s narrow field-of-
view configuration, the other one uses a top-down view and
a wide field-of-view. The data from these two setups thus
differs in several aspects including image size and aspect
ratio and we evaluated the methods on each of these parts
of the dataset separately.

To the best of our knowledge, TIMo is currently the only
public large-scale dataset for unsupervised anomaly detec-
tion on depth videos. The dataset was released under the
CC BY-NC-SA 4.0 license 2.

The anomalies in the test set are annotated in the form
of the index of the first and last anomalous frame of the
anomaly, which can be converted to a binary label about a
frame being normal or anomalous. The error of the recon-
struction or prediction from the autoencoder can in princi-
ple also be used to attempt a spatial localization of anoma-
lies by employing a heatmap of the loss. However, since
TIMo does not feature spatial annotations about anomalies,
we only evaluate the temporal aspect.

The depth images are normalized to the [0, 1] range with
a simple linear min-max normalization with the minimum
set to 0m. The maximum is set to 3.5m for the top-down
data and to 11m for the tilted-view data. These values

2https://vizta- tof.kl.dfki.de/timo- dataset-
overview/



(a) Ground truth (b) Prediction with MSE loss (c) Prediction with W-MSE loss (d) Prediction with F-MSE loss

Figure 2. Example of the prediction of a frame predicted by the ConvLSTM network trained with different loss functions.

roughly correspond to the maximum depth that can occur
in the measurements given each scene’s geometry.

We also ran experiments using the infrared amplitude
images from the dataset, which were recorded simultane-
ously by the Microsoft Azure Kinect. The IR amplitude
images have a high dynamic range. This is due to strong
differences in the remission properties of surfaces and the
fact that the camera uses active IR illumination, which leads
to objects closer to the camera causing much higher IR am-
plitude in the image. A simple min-max normalization is
therefore less suitable in this case. We instead reduce the
dynamic range with a logarithmic mapping:

x′ =
log(1 + x)

216 − 1
(3)

Examples of how the IR images appear after this mapping
can be seen in Figure 1.

4.2. Metric

The task of frame-level video anomaly detection can be
viewed as a binary classification of each frame as either nor-
mal or anomalous. However, the output of our networks is
an anomaly score which has to be compared to a thresh-
old to convert it to a binary label. It is therefore common
practice in VAD research to report the results in terms of
the area under the ROC curve (AUC-ROC) instead of recall
and precision for a specific threshold.

For the first four frames of each sequence, the prediction-
based networks cannot generate a prediction due to the lack
of a full sequence of previous frames. We therefore skip
these frames and no anomaly score is produced for them.
In order to evaluate all approaches on the exact same data,
we also leave out these frames in the evaluation of the
reconstruction-based networks. Since sequences start with
an empty scene and typically consist of hundreds of frames,
the effect of omitting these first frames has very little impact
on the results.

4.3. Results on Depth Data

The results of the evaluation for the depth data from the
TIMo dataset are shown in the upper part of Table 2. The
beneficial effect on anomaly detection performance when
using a foreground-aware loss function is clearly visible
from this data. The only outlier in this respect is the P-CAE
network, which undergoes a slight decrease in performance
on the tilted view data in combination with the F-MSE loss
function.

Another clear finding are the overall differences in per-
formance on the tilted view and top-down view data. With
performances not far off the mark of 50% AUC, all five
networks perform poorly on the top-down data when us-
ing the MSE loss, but also profit more from switching to
a foreground-aware loss compared to the results on tilted
view data.

The effect of the loss functions on the reconstructions
and predictions is also in part directly visible. Figure 2
shows an example of a prediction from the P-ConvLSTM
network in combination with each of the three loss func-
tions. It can be seen that the background is reconstructed
with much less detail by the network trained with F-MSE
loss. Edges in the background appear blurred, indicating
that the internal cutoff frequency which the latent represen-
tation of the background is able to achieve is lower than
for the other networks. The values of invalid pixel regions
– visualized as dark blue in Figure 2 – are also only re-
constructed with a significant bias. The background being
reconstructed at all is likely to be caused by noise in the
background mask (see Figure 1), which allows for some
background-related loss to affect training even when using
the F-MSE loss function.

The effect of putting more weight on foreground regions
also becomes visible at close inspection of the predictions
in Figure 2b (MSE) and Figure 2c (W-MSE). The network
trained with W-MSE features more detail in its prediction
of the people in the scene.

The comparison of the anomaly detection perfor-



Tilted View Top-Down View
MSE F-MSE W-MSE MSE F-MSE W-MSE

D
ep

th

R-CAE 66.4 68.5 70.0 56.4 73.2 63.9
P-CAE 71.4 68.6 78.1 52.1 66.0 67.8

R-ViT-AE 64.9 71.2 71.7 57.0 65.3 61.5
P-ViT-AE 65.1 71.2 70.5 57.3 63.0 60.3

P-ConvLSTM 62.8 67.5 67.1 55.3 65.6 59.1
In

fr
ar

ed

R-CAE 62.6 64.2 65.5 56.5 60.2 58.7
P-CAE 61.2 63.8 64.9 50.9 57.7 55.9

R-ViT-AE 56.2 64.5 63.0 49.4 57.7 56.3
P-ViT-AE 56.2 64.2 62.3 49.4 57.1 54.3

P-ConvLSTM 62.2 63.8 63.6 49.7 57.9 56.2

Table 2. Frame-level AUC (%) for the different networks trained and evaluated with each of the three loss functions. The best result of
each network on each part of the dataset is marked in bold.

Aggressive Behavior Medical Issue Left-behind Object
MSE F-MSE W-MSE MSE F-MSE W-MSE MSE F-MSE W-MSE

Ti
lte

d
V

ie
w R-CAE 76.78 78.4 82.3 48.0 52.3 49.5 66.6 65.2 68.6

P-CAE 79.3 78.7 85.9 59.9 52.3 65.3 73.4 66.8 79.1
R-ViT-AE 68.3 76.4 79.3 53.2 60.3 58.1 71.8 69.6 73.7
P-ViT-AE 68.5 75.9 79.3 53.6 61.8 55.4 72.6 70.2 72.2

P-ConvLSTM 68.9 78.6 76.3 50.9 52.3 52.6 64.9 64.5 66.7

To
p-

D
ow

n
V. R-CAE 61.7 86.9 76.3 54.9 75.6 64.8 56.1 73.2 63.3

P-CAE 35.9 93.0 82.7 55.2 69.9 73.8 52.2 64.6 65.1
R-ViT-AE 61.5 91.1 69.4 57.8 68.4 62.3 56.1 64.3 61.6
P-ViT-AE 65.2 92.5 75.0 58.2 65.9 60.8 56.2 62.1 60.2

P-ConvLSTM 74.2 91.6 82.9 54.0 67.1 57.8 54.6 65.5 59.1

Table 3. Frame-level AUC (%) for three categories consisting of different types of anomalies from the TIMo dataset. The best result for
each anomaly category of each part of the dataset is marked in bold.

mance achieved by the vision transformer-based and the
convolution-based networks shows no clear superiority of
one approach over the other. The R-ViT-AE and the P-
ViT-AE network show a slightly larger difference in per-
formance between using the infrared and depth images.

4.4. Results on Infrared Images (IR)

The IR images from the TIMo dataset are structurally
very similar to the depth images in that they have the same
image size, only have a single-channel, and are moreover
time-synchronized with the depth images. This allows train-
ing the networks we present without any alterations on IR
images compared to depth to evaluate the effect of this
switch in data modality directly.

The results on the infrared data confirm the positive ef-
fect of using foreground masks to compute the reconstruc-
tion or prediction loss. The lower part of Table 2 shows the
results of the evaluation. Models trained with loss functions
featuring the foreground masking again consistently outper-
form the ones trained with MSE loss, this time without ex-
ception. However, the overall performance when using IR

instead of depth decreases. The average AUC across all
combinations of network architectures, loss functions and
parts of the dataset is 63.5% for depth and 58.9% for IR.

Jointly using IR and depth data to run the anomaly de-
tection on a combination of both was not considered in this
work, but is a possible subject to future research.

4.5. Analysis of Anomaly Categories

Explainability of deep learning methods’ outputs is not
straightforward and it is thus challenging to analyze why
certain anomalies are being detected while others might not
in our case. To approach this issue, we split the anomaly
types present in the TIMo dataset into three categories and
evaluated the performance separately. These categories are:

• Aggressive behavior, such as arguing violently and
throwing objects.

• (Potential) Medical Issue, indicated by people col-
lapsing or staggering etc.
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(a) Anomaly scores for sequence A0405 (crossing people start to argue
violently, i.e. aggressive behavior).
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(b) Anomaly scores for sequence A0444 (person lies down on floor, i.e. a
potential medical issue).

Figure 3. Examples of the anomaly score generated by the P-CAE
network with W-MSE loss. The ground truth anomalous part of
the sequence is highlighted in red.

• Left-behind objects, e.g. a suit case being abandoned
by a person walking past.

The list of anomaly types assigned to each of the cate-
gories is given in the supplementary material along with a
full evaluation on each individual anomaly type. The re-
sults on the three anomaly categories are shown in Table 3
and reveal major differences in how well the networks are
able to detect each of them. All networks are able to de-
tect aggressive behavior reasonably well in the tilted view
data, but practically fail mostly at detecting anomalies that
indicate medical issues. Figure 3 provides examples of the
anomaly score for a sequence of each case. Results for the
top-down view data behave similarly w.r.t. aggressive be-
havior, but detection of medical issues is somewhat better.
Left-behind objects appear in turn to be less likely to cause
high anomaly scores in the top-down view data than in tilted
view.

5. Conclusion
We presented methods for performing video anomaly de-

tection on depth images from a time-of-flight camera in a
fully unsupervised way. To the best of our knowledge, we
are the first ones to address this problem. Our results sug-
gest that foreground masks can function as valuable auxil-
iary data for depth video anomaly detection, similar to the
role that optical flow plays for RGB VAD. The integration
of foreground masks into the loss function used to train the

networks we proposed consistently improved the anomaly
detection performance. We also found that autoencoders
based on the vision transformer (ViT) architecture are a vi-
able alternative to convolution-based ones. Using a catego-
rization of different anomaly types in the TIMo dataset, we
moreover found significant differences in how well each of
these categories is detected across all the proposed methods.

The performance of current VAD approaches is mostly
still too low for them to replace humans for safety-critical
monitoring tasks, but these systems can already be helpful
by drawing the attention of a CCTV operator towards po-
tentially relevant events.

Research towards anomaly detection on depth video can
make use of many concepts that are already being used on
RGB data, but we show that specific strengths of depth data
should be leveraged to achieve better performance than by
merely carrying over the algorithms for RGB VAD. Depth
from ToF sensors has shown to be a promising data modal-
ity in combination with autoencoder networks for unsuper-
vised video anomaly detection. It outperformed infrared
amplitude in a direct comparison and can help to implement
privacy-preserving monitoring systems in the future.
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Georgiana Ifrim, editors, Machine Learning and Knowl-
edge Discovery in Databases - European Conference, ECML
PKDD 2018, Dublin, Ireland, September 10-14, 2018, Pro-
ceedings, Part I, volume 11051 of Lecture Notes in Com-
puter Science, pages 3–17. Springer, 2018. 2

[11] Keval Doshi and Yasin Yilmaz. Any-shot sequential anomaly
detection in surveillance videos. In 2020 IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition, CVPR
Workshops 2020, Seattle, WA, USA, June 14-19, 2020, pages
4037–4042. Computer Vision Foundation / IEEE, 2020. 2

[12] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov,
Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Syl-
vain Gelly, Jakob Uszkoreit, and Neil Houlsby. An image
is worth 16x16 words: Transformers for image recognition
at scale. In 9th International Conference on Learning Rep-
resentations, ICLR 2021, Virtual Event, Austria, May 3-7,
2021. OpenReview.net, 2021. 4

[13] Elvan Duman and Osman Ayhan Erdem. Anomaly detection
in videos using optical flow and convolutional autoencoder.
IEEE Access, 7:183914–183923, 2019. 2

[14] Belmar Garcı́a Garcı́a, Thierry Bouwmans, and Al-
berto Jorge Rosales-Silva. Background subtraction in real
applications: Challenges, current models and future direc-
tions. Comput. Sci. Rev., 35:100204, 2020. 4

[15] Mariana-Iuliana Georgescu, Antonio Barbalau, Radu Tu-
dor Ionescu, Fahad Shahbaz Khan, Marius Popescu, and
Mubarak Shah. Anomaly detection in video via self-
supervised and multi-task learning. In IEEE Conference on
Computer Vision and Pattern Recognition, CVPR 2021, vir-
tual, June 19-25, 2021, pages 12742–12752. Computer Vi-
sion Foundation / IEEE, 2021. 2

[16] Mahmudul Hasan, Jonghyun Choi, Jan Neumann, Amit K.
Roy-Chowdhury, and Larry S. Davis. Learning temporal
regularity in video sequences. In 2016 IEEE Conference on
Computer Vision and Pattern Recognition, CVPR 2016, Las
Vegas, NV, USA, June 27-30, 2016, pages 733–742. IEEE
Computer Society, 2016. 3

[17] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term
memory. Neural Comput., 9(8):1735–1780, 1997. 3

[18] Radu Tudor Ionescu, Fahad Shahbaz Khan, Mariana-Iuliana
Georgescu, and Ling Shao. Object-centric auto-encoders and
dummy anomalies for abnormal event detection in video. In
IEEE Conference on Computer Vision and Pattern Recogni-
tion, CVPR 2019, Long Beach, CA, USA, June 16-20, 2019,
pages 7842–7851. Computer Vision Foundation / IEEE,
2019. 2

[19] Shehroz S. Khan, Ziting Shen, Haoying Sun, Ax Patel,
and Ali Abedi. Modified supervised contrastive learn-
ing for detecting anomalous driving behaviours. CoRR,
abs/2109.04021, 2021. 2

[20] B. Ravi Kiran, Dilip Mathew Thomas, and Ranjith Parakkal.
An overview of deep learning based methods for unsuper-
vised and semi-supervised anomaly detection in videos. J.
Imaging, 4(2):36, 2018. 2
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