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ABSTRACT
Space is a remote and hostile environment, and it poses several
challenges to both, humans and robots deployed in space missions.
This necessitates the use of robotic systems on which humans can
rely on. However, in extreme environments, sensors might fail or de-
liver incorrect measurements. Furthermore, signal noise and model
inaccuracies could result in inconsistencies between information
extracted using different sensors or algorithms. Erroneous and unre-
liable data can cause autonomous systems to behave in unexpected
or inappropriate ways, which reduces human trust in such systems.
This in turn would hamper the assistive potential of robots in space
missions. Methods that identify and handle sensor failures and low-
level data inconsistencies are commonly applied to strengthen the
system’s robustness. However, few have addressed logical incon-
sistencies that occur at higher semantic levels of data processing.
By following a holistic approach that checks for, and handles both
types of inconsistencies, we can enhance the integrity of the data
that is used for higher-level inferences and decision-making by
robots. This would make robots a more reliable interaction partner
for humans. Therefore, we propose an architecture to detect and
respond to inconsistencies at both the local and the global levels of
data processing. A first implementation of the proposed approach
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includes auxiliary methods to perform preliminary checks and to
facilitate integration into a robot’s dataflow architecture. The pro-
posed architecture could also be applied to terrestrial use cases
(e.g., in healthcare), where data integrity, reliability, and trust play
a crucial role.

CCS CONCEPTS
• Computer systems organization → Reliability; Robotic com-
ponents.
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1 INTRODUCTION
The desire to better understand the universe has fueled human
endeavors in reaching and exploring space environments - be it
in-orbit, near-Earth or deep space. Such an environment has large
uncertainties and is usually unpredictable. Reliance on robotic assis-
tance in such a scenario not only improves robustness and produc-
tivity, but also enables a wider variety of space missions, including
futuremannedmissions. Themore complex the interaction between
a human and a robotic system gets, the more sensor data must be
processed. This in turn leads to a higher probability of errors and
inconsistencies in sensor data and models which may affect the
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decision-making capabilities of the robot, thereby making it less
reliable.

Reliability and trust in an autonomous system are interrelated
[4]. The work presented in [5] defines trust in autonomous systems
as "...an attitude which includes the belief that the collaborator will
perform as expected, and can, within the limits of the designer’s
intentions, be relied on to achieve the design goal". A decrease in
reliability can lead to a decrease in system trust [4].

To stay operational with the best possible accuracy and reliability,
inconsistencies in sensor data and model predictions need to be
first detected and then also handled. With inconsistencies we refer
to occurrences fitting the following description:

• A raw sensor value that violates preliminary assumptions of
its operational range. These assumptions comprise a range
of values, sampling rates and data evolution over time.

• A logical proposition that doesn’t fit the known representa-
tion of the world. This includes the simultaneous occurrence
of physically exclusive sensor data processing results.

Prior research has proposed different techniques to detect and
handle sensing failures. Sensor fault detection can be done us-
ing model-based methods [3, 10]. Wu et al. [11] have shown that,
through the combination of model-based methods and rule-based
methods, systems can also check for logical implications. Another
approach is to perform a correlation test on the readings of differ-
ent sensors for determining redundant information, anomalies or
sensor faults [2, 3]. Qu and Veres [9] focus in their work on the de-
tection of logical consistency checks for robotic agents. Their mod-
elling formalism allows them to detect inconsistencies regarding
rules, the robot’s state belief and actions for real-time applications.
In [6], an exception handling mechanism for the classification of
sensor failures and its recovery by functionally replacing the fault
causing sensor with an alternate sensor has been described. This
mechanism has a global scope which enables it to find an appro-
priate replacement from the sensors allocated to other behaviors.
A global behavioral or task monitor is responsible for detecting a
sensor fault and forwarding the information about the source of
the error to the exception handler. Furthermore, they implement an
interface to the behavioral component of an autonomous system to
also act upon detected inconsistencies.

While all the above-mentioned works cover different key aspects
for ensuring data integrity, a general architecture to integrate the
different methods is lacking. In this paper, we present a holistic
architecture which aims to combine the approaches of previous
work to detect inconsistencies at different levels of the data pro-
cessing chain (Sec. 2). Our contribution is a concept to detect and
handle inconsistencies in local information (Sec. 2.3) as well as
logical contradictions that may arise when combining data from
various processing nodes (Sec. 2.4). Checks constrained to local
information from a data processing node are performed as early
as possible to ensure the removal of unreliable data from the pro-
cessing pipeline, resulting in a more efficient use of computational
resources. Checks for inconsistencies are performed in parallel
by combining information from multiple sources comprising live
data and stored information (e.g., database, expert knowledge). The
proposed architecture is currently being realized as part of the
KiMMI SF project [7] (Sec. 3.1). We briefly describe the current

implementation of the consistency management (Sec. 3.2) and give
an outlook on subsequent steps and challenges (Sec. 3.3) that need
to be tackled.

2 CONSISTENCY MANAGEMENT
ARCHITECTURE

In this section, we provide an overview of our proposed architecture
for detecting and handling local and global inconsistencies.

2.1 General communication layers
Within a robotic system, several communication layers exist to cre-
ate task-specific abstraction and yield via their interplay a complex
behavior and thus a high level of autonomy. Layers relevant to
this work, including the Consistency Management, are displayed in
Figure 1. Consistency Management resides on the same conceptual
level as the Dataflow Manager. With the help of the Consistency
Management, the Dataflow Manager restructures the information
flow between processing nodes to incorporate consistency checks.
By doing so, processing nodes themselves as well as high-level
modules access the output of processing nodes via the Consistency
Management.

High-Level Decision Making

Dataflow Structure

Agent(s)

Target Dataflow
Structure

Dataflow Manager
Structural changes / Transitions

Control Output

Data Source
Output

Consistency
Management

Data Source
Output

Sensor Output

Figure 1: A schematic abstraction of communication layers
for a robotic system is shown. The consistencymanagement
resides on the level of the data flow. It has interfaces to the
data flowmanagement to gain access to data source outputs.
Connection in the other direction can be used to introduce
adaptations of processing nodes via the data flow manage-
ment. To enforce valid data the components on the higher
level decisionmaking also access the computed information
through the consistency check module.

2.2 Requirements for consistency management
An architecture that is capable of detecting and handling data in-
consistencies needs to fulfill multiple requirements, four of which
we consider here. In complex robotic systems, a vast amount of
data producing, and data processing nodes are integrated. The task
at hand to always maintain a reliable state of the entire system is
a challenge that can be partitioned structurally into two scopes.
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Within this architecture, we call those the local inconsistencies and
the global inconsistencies. The former concentrates on inconsisten-
cies that occur, can be detected and handled within a single data
processing node (REQ1). The global scope targets those incon-
sistencies at a higher semantic level, which can only be detected
when considering data from multiple processing nodes in conjunc-
tion (REQ2). As computational resources on mobile platforms are
precious, the architecture should limit dispensable data processing
early on in cases of poor data quality (REQ3). Another requirement
is to communicate information about the detected inconsistencies to
other software components (REQ4), which can also be forwarded
to the human interaction partner, thus strengthening the trust in
the decisions of autonomous robots.

2.3 Local inconsistencies
On the scope of local inconsistencies, we consider data anomalies
that violate predefined checking mechanisms. All the information
needed to detect such anomalies is present at the level of the data
processing node itself. This does not exclude additional information
obtained from a centralized knowledge storage. We distinguish here
between three categories of local inconsistencies:

• Missing data: Due to sensor faults and external factors,
sensor data can be missing partially or also completely. Al-
gorithms can fail to calculate output data. Missing data can
lead to whole processing chains not working correctly and
therefore need to be detected to take countermeasures by us-
ing available redundancy or safety limitations of the robot’s
actions.

• Invalid data: Available data can still be invalid. E.g., the
value is outside of the working range or NaN (not a number)
values are delivered. Data from stuck sensors can also be
considered invalid. Subsequent processing nodes must be
made aware of this to be able to handle the data accordingly.

• Inaccurate data: Due to noise, sensor inaccuracies and bad
calibrations as well as algorithmic inaccuracies, data can
only be trusted to a certain extent. Subsequent processing
nodes must be made aware when dealing with inaccurate
input data.

To handle local inconsistencies, our proposed architecture ma-
nipulates the dataflow of individual processing nodes (REQ1) as
depicted in Figure 2. Pre-regulators and post-regulators wrapped
around the actual processing node enable the consistency module
to check for the above-mentioned local inconsistencies. Invalid data
is detected early on and thus fulfilling the requirement to save com-
putational resources by preventing useless calculations (REQ3).
Data produced by a node is checked and annotated accordingly for
consumption by other nodes. The local Consistency Module itself
has access to global stored knowledge obtained by the system and
additional required predefined knowledge which can be stored, for
example as knowledge rules. Furthermore, a list of crucial inputs
for the actual processing node is required. In systems with input
modules calculating redundant information, this list is used for
decision-making on when to prevent calculation or label the output
as invalid or inaccurate.

Many methods exist for detecting local inconsistencies. Methods
can be signal-based, statistics-based, model-based, rule-based and

Processing
Node

Needed Facts

List of Crucial 
Inputs

Knowledge 
Rules

Consistency 
ModuleData

Base

Figure 2: Depiction of the consistency check on the local
scope. Regulators shown as diamonds before the entry and
exit point of the actual processing node serve as interaction
points for the checking methods. By this design, the pro-
cessing node is not aware of its surroundings and can ex-
pect valid data. The consistency module additionally has ac-
cess to global stored knowledge such as databases as well as
knowledge rules and required facts. A list of crucial inputs
aids the consistency module to suppress the waste of com-
putation time when required input is missing or invalid.

many more. The authors of [8] give a good overview of available
algorithms that can be incorporated as checkingmechanismswithin
this architecture.

2.4 Global inconsistencies
In addition to the local inconsistencies, we also introduce the con-
cept of global inconsistencies. A component observing and checking
the output of multiple nodes is called a Global Monitor (REQ2).
It makes use of "knowledge rules" and "levels of trust" and is de-
picted in Figure 3. Knowledge rules would represent known or
learned concepts about the world (e.g., physical constraints) that
can be used to inspect the combined output of nodes. Levels of
trust enable the Global Monitor to emphasize the output of an in-
coming processing node. It can be used to tell other nodes that in
case of "equally inaccurate data" of sensors 𝐴 and 𝐵 they should
stick to e.g., sensor 𝐴’s values. As an example, suppose a node 𝐴
detects the human’s position in a specific reference frame in me-
ters like 𝑝𝑜𝑠𝐴 (ℎ𝑢𝑚𝑎𝑛) =

[
12.5 40.0 1.2

]
. In contrast, a node 𝐵

provides a position calculation 𝑝𝑜𝑠𝐵 (ℎ𝑢𝑚𝑎𝑛) =
[
12.5 45.0 1.2

]
using another algorithm. This causes a physical constraint violation
as the same human cannot be in two positions at the same time
with a Δ𝑦 = 5𝑚. Outgoing data is then annotated respectively or
suppressed (Sec. 2.5).

By design, it is possible that multiple checks within a Global
Monitor fail at the same time. This depends on the chosen algo-
rithms, their combination and processing sequence. Global Monitors
between different nodes can only be set up if these nodes share any
properties that can be exploited.

2.5 Handling of inconsistencies
In a complex human-robot interaction scenario, the detected in-
consistencies can be of varying importance. While small changes
in a sensor’s accuracy might not negatively affect a classification
algorithm at all, stronger deviances can lead to unexpected system
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Figure 3: Illustration of a global monitor. They are located
between processing nodes and inspect the data utilizing
knowledge about common properties. Regulators shown as
diamonds again can suppress or annotate outgoing data.
Knowledge rules make the monitor aware of e.g., physical
constraints and levels of trust define theweighting of incom-
ing processing node information.

behavior. Such situations can even be highly critical for the collab-
orating human as the robot could move its limbs very quickly to
wrong positions. Therefore, we introduce an action layer to react
on multiple levels with suitable impact.

Actions can be divided into two groups - local and global. Each
has a varying impact on the system. Local actions include direct
annotation of the data to inform other consumers in the network
about inconsistencies (REQ4). Furthermore, textual explanations
might help a human operator to analyze the situation (REQ4). As
local actionswithmedium impact, we propose to use techniques that
replace inconsistent data or missing values if possible (cf. [1]) or to
pause data processing temporarily. While these actions only affect a
node itself, global actions influence the whole topology. Such actions
request decision-making modules to turn nodes off completely or
to spawn a replacement. Additionally, if measurements become too
unreliable, requests for suppression of the current behavior up to a
complete system halt can be made. We suggest seeing these global
actions as notifications to an external component that takes care of
further steps.

3 SOFTWARE DEVELOPMENT
This section presents an overview of the software framework de-
velopment project and the current implementation of the proposed
consistency management architecture within this framework.

3.1 KiMMI Software Framework
KiMMI SF aims at realizing a software framework for flexible
human-machine interaction that is appropriate for the respective
context. This adaptive software framework supports online recon-
figurable dataflow and integrates models, basic components and
interfaces for continuous determination and evaluation of the con-
text (the situation) as well as user’s intention for situation-aware
assistance, while ensuring data integrity.

Our proposed architecture for consistency management will
be integrated to detect inconsistencies at different parts of the
framework and will be evaluated on a real robot within the project.

While KiMMI SF is related to space, the architecture can also be
applied to terrestrial use cases.

3.2 Implementation
The proposed architecture is currently developed as a Python mod-
ule. With the help of module extensions, writing checking methods
in C++ is also supported. Within a first proof of concept demonstra-
tion, local inconsistencieswere checked with the help of signal-based
methods. In a reduced functional framework, the consistency check
was integrated and helped to examine a fixed sequence of images
from a virtual sensor. The consistency checks annotated data ac-
cordingly and stopped propagation early when images were too
dark or too bright for subsequent calculations of detected human
and object poses. By doing so, the requirement to save processing
resources (REQ4) was satisfied. The specific implementation in-
terfaces with other components of the robotic framework to gain
access to the processing nodes and their outputs as well as to com-
municate suggested changes in the dataflow. All of this is abstracted
away from the end user where possible. Given a description of the
desired processing node network, the Consistency Management of-
fers functionality to automate the creation of the modified network
involving the consistency checks. This new dataflow structure can
then be consumed by the Dataflow Manager to execute the required
adaptations. This reduces the involvement of human experts when
applying the robotic software framework.

3.3 Future work
The deployment of checks for local inconsistencies can be further
automated, if the dataflow management offers an interface for in-
stantiation of processing nodes from a description file. To provide
even more assistance, a library of common checking methods will
be provided with the final framework. Where this library does not
suffice the needs due to the nature of the specifics of the processing
nodes and their tasks, interfaces will be provided to allow the in-
tegration of additional custom-written checking methods, thereby
extending the capabilities of the Consistency Management. Further
work will include the implementation of the Global Monitors. In-
teresting challenges reside in the automatic deployment of such
monitors from description files including knowledge rules that
must be checked. With more complex scenarios that are planned
within the project, it will be interesting to see how well the moni-
tors scale with increasing number of processing nodes that have
dependencies due to given rules. Time performance evaluations
will be conducted to gain insights on the efficiency of consistency
management on a robotic system. Consistency checks can be tempo-
rally and selectively switched off if desired by the decision-making
components or the humans. It will be interesting to investigate how
consistency management in general and the ability to switch it off
by the human affect trust in the system.
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