
Adaptive User-Centered Multimodal Interaction towards Reliable
and Trusted Automotive Interfaces

Amr Gomaa
German Research Center for Artificial Intelligence (DFKI)

Saarbrücken, Germany
Saarland Informatics Campus

Saarbrücken, Germany
amr.gomaa@dfki.de

Figure 1: Multimodal object referencing from a (simulated) moving vehicle.

ABSTRACT
With the recently increasing capabilities of modern vehicles, novel
approaches for interaction emerged that go beyond traditional
touch-based and voice command approaches. Therefore, hand ges-
tures, head pose, eye gaze, and speech have been extensively inves-
tigated in automotive applications for object selection and referenc-
ing. Despite these significant advances, existing approaches mostly
employ a one-model-fits-all approach unsuitable for varying user
behavior and individual differences. Moreover, current referencing
approaches either consider these modalities separately or focus on
a stationary situation, whereas the situation in a moving vehicle
is highly dynamic and subject to safety-critical constraints. In this
paper, I propose a research plan for a user-centered adaptive mul-
timodal fusion approach for referencing external objects from a
moving vehicle. The proposed plan aims to provide an open-source
framework for user-centered adaptation and personalization using
user observations and heuristics, multimodal fusion, clustering,
transfer-of-learning for model adaptation, and continuous learning,
moving towards trusted human-centered artificial intelligence.

CCS CONCEPTS
• Human-centered computing → User centered design; HCI
theory, concepts and models; HCI design and evaluation methods;
• Computing methodologies→ Neural networks.
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1 INTRODUCTION
Human-centered artificial intelligence (HCAI) is an emerging topic
that is rapidly gaining significant interest among both artificial intel-
ligence (AI) and human-computer interaction (HCI) researchers [5,
29, 38, 44]. The reason for HCAI’s recent popularity is that it im-
plicitly and explicitly promotes trust, control, and reliability among
users [38]. However, implementing HCAI concepts is still an am-
biguous and challenging task [29]; thus, it is still lacking in re-
cent work [5]. As for multimodal fusion, multiple approaches have
been implemented utilizing various early and late data fusion tech-
niques [7, 19]. Specifically for the automotive domain, researchers
have focused on multiple aspects of controlling the vehicle and
the infotainment system using touch-based approaches and the
multimodal combination of several modalities, including hand ges-
tures (e.g., pointing), gaze, and speech [8, 26, 35, 36]. Consequently,
multiple works incorporate hand gestures and gaze in controlling
the infotainment system and various components inside the vehi-
cle [23, 24, 31, 34, 46] for their simplicity and naturalness when
interacting with a somewhat complicated machine like a modern
car. Additionally, recent work has emphasized the importance of
the driver’s cognitive load when dealing with such interfaces and
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their effect on driving performance [3, 4, 9, 14, 39], highlighting
personalization’s significance. However, there is less work focusing
on interacting with objects outside the vehicle [1, 8, 36], which is
the focus of this work.

Thus, the proposed research focuses on adaptive and personal-
ized approaches that enhance system performance and promote
trust toward a reliable and controllable HCAI. More specifically,
I first present initial results on investigating the specific charac-
teristics of each modality and the interaction between them, and
highlight individual differences (as published in [11]). Second, I
show a learning-based multimodal fusion approach for referencing
using machine learning algorithms and highlight the first step for
user-specific adaptation techniques using transfer-of-learning (as
published in [12]). Finally, I propose a continuous learning approach
and an open-source framework for model adaptation based on the
driver’s implicit and explicit feedback in the object referencing task.

2 BACKGROUND AND RELATEDWORK
Referencing and selecting objects have been studied in multiple
domains [16, 20, 28, 36]; however, this work focus specifically on
the automotive domain. First, single modality object referencing
is highlighted for pointing and gaze (most common modalities
for object selection), and then multimodal referencing is described.
Finally, a brief overview of the adaptation approaches inmultimodal
interaction is discussed.

Object Referencing using Pointing Gestures. In-vehicle and outside-
the-vehicle object selection using hand pointing gestures was stud-
ied with constrained-hand pointing [8] and free-hand pointing [36].
Fujimura et al. [8] investigated constrained-hand pointing in a
simulation environment; they suggested using constrained-hand
pointing instead of free-hand pointing to decrease the risk of the
driver’s hand being taken off the wheel. This came with many lim-
itations on the accurate tracking of the pointing vector, and they
did not report exact tracking accuracy figures due to unrealistic
approximations. Consequently, Rümelin et al. [36] investigated free-
hand pointing using two approaches: a lab study with a stationary
car and street scenes presented on multiple projectors and a field
study using the Wizard of Oz technique to collect qualitative feed-
back. They successfully tracked the driver’s pointing gestures in
the lab using a low-resolution depth camera, whereas the same
setup did not work for the field study. However, they could draw
qualitative conclusions about driver behavior when performing the
dual task of driving and referencing objects. They identified sev-
eral aspects regarding the driver’s gazing focus when performing
the pointing gesture, although they were not explicitly investigat-
ing the multimodal interaction. They defined three gazing phases,
named information glance, pointing positioning, and control glance.
These gazing phases inspire the first step of this proposed research
work: analyzing and modeling the driver’s behavior during the
multimodal referencing task [11].

Object Referencing using Head Pose and Eye Gaze. Several studies
were conducted to monitor a driver’s activity using head pose and
eye gaze tracking [16, 30, 40, 42, 43]; however, few focused on the
object selection task [18, 32]. Kang et al. [18] utilized head pose
and eye gaze for referencing objects outside the vehicle using a

depth camera in a field study. Similar to referencing using pointing
gestures, they considered only the horizontal angles for the refer-
encing task. The estimated referencing angle was the summation
of the car orientation, head pose, and eye gaze angle. Due to their
camera position (behind the steering wheel), gaze detection suf-
fered greatly. Thus, the advantage of a multimodal fusion approach
is quite clear here, even in the simplest form of modality switching
when the other modality data is unavailable. Similarly, Poitschke
et al. [32] studied in-vehicle object selection and compared it to
traditional touchscreen interaction. They utilized a button attached
to the steering wheel to determine the onset of the selection task.
They showed a significant increase in the selection speed with their
approach compared to the touchscreen one. However, they also
showed that the driver’s cognitive load significantly increased dur-
ing this shorter period. This load could be alleviated with a more
natural form of interaction using adapted models (e.g., comple-
menting gaze with speech or pointing instead of the button press,
or explicitly switching off the tracking of modalities causing high
mental workload) as proposed in this research work.

Multimodal Object Referencing. Researchers attempted multi-
modal fusion approaches for in-vehicle object selection in mul-
tiple works [1, 34, 37]. However, in-vehicle object referencing ap-
proaches do not generalize directly to outside-the-vehicle refer-
encing, as the object’s environment is static, limited, and in close
proximity. Consequently, Moniri et al. [25] studied the single task
of outside-the-vehicle referencing from the passenger seat using
pointing, head pose, and eye gaze. Similarly, Aftab et al. [2] com-
bined these modalities using a neural network-based late fusion
approach for referencing from a stationary vehicle. While both
approaches showed great promise, they still considered a stationary
single-task situation. This work proposes a dual-task scenario of
outside-the-vehicle object referencing while driving. A machine
learning approach versus a neural network one and early versus
late fusion techniques are compared in [12], which will be expanded
with more focus on the adaptation and continuous learning aspects.

AdaptiveMultimodal Interaction. Despite the previously discussed
significant advances in the multimodal referencing task, an adap-
tive user-centered approach is lacking. Thus, an important goal
and factor of the proposed research work is adaptation and user-
specific personalization. Adaptive multimodal interaction combin-
ing speech, hand gestures, and gaze has been a topic of interest for
the research community for the last 20 years in multiple domains,
including robotics and automotive applications [10, 13, 15, 22, 27,
33, 45]. Therefore, it is worth investigating the incorporation of
adaptation techniques to the task of object referencing.

3 RESEARCH QUESTIONS AND HYPOTHESES
In line with the previous motivation and related work, the proposed
research aims to develop a framework for an adaptive multimodal
fusion approach for outside-the-vehicle object referencing from
a moving vehicle. The driver would interact seamlessly with the
vehicle’s system to reference an outer object using pointing gestures,
head pose, gaze, and/or speech. Model adaptation based on the
driver’s individual behavior would enhance object recognition and
increase system reliability and user trust. Several research questions
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Figure 2: The proposed generic system architecture for different fusion approaches.

are developed to address the previously mentioned research gap
and overcome its inherited challenges.

• User Observations: How much does the driver’s object
referencing behavior differ in performance (e.g., timing, pre-
cision, and modalities synchronization)? Furthermore, how
can it be quantified to separate drivers into meaningful clus-
ters based on individual behavioral variances?

• Multimodal Fusion: What system and interface design as-
pects can be utilized for optimum utilization of the given
modalities in terms of fusion techniques, temporal depen-
dencies, and learning models to detect the referenced object?

• Adaptation and Personalized Models: How can the sys-
tem adapt to user-specific task performance to optimize the
referenced object detection? Howmuch does the referencing
affect the driver’s cognitive load regarding driving quality,
and how can the system adjust? What adaptation techniques
(e.g., clustering or transfer-of-learning) can be utilized to
generate user-centered personalized learning models?

• Continuous Learning: How can the system be designed to
continuously gather feedback from the user (both implicitly
and explicitly) to guarantee constant development and en-
hancement of the underlying algorithms? How would that
affect the system’s reliability and user trust?

4 RESEARCH PLAN AND METHODOLOGY
The proposed research plan and method follow the previously men-
tioned research questions regarding time and work plan. Thus, a
multistage approach is planned to reach the adaptive system with
continuous driver feedback as follows.

4.1 User Observations
The proposed plan’s first stage is to understand drivers’ behav-
ior variances when performing the multimodal referencing task.
For example, some drivers might be pointing without looking at
the object (relying on their peripheral view only), while others
might stare at it for a prolonged time or take multiple glances at it.
Thus, a behavioral model is constructed to systematically catego-
rize and quantify drivers’ actions and predict future ones. Multiple

dependent variables (DV) are defined to analyze and assess the
referencing task for each modality separately; these are categorized
into two categories: performance-related DV and timing-related DV.
Then, heuristic approaches are suggested to combine the modalities
utilizing their dependencies and individual task performance. Initial
results are published in [11].

4.2 Multimodal Fusion
The second stage is creating an end-to-endmultimodal fusion frame-
work for the object referencing task. This work aims to exhaustively
investigate the interaction between the given modalities in terms of
performance, timing, user behavior, and fusion techniques. Figure 2
highlights the proposed architecture for combining the givenmodal-
ity for the referencing task. While the well-established, widely used
data fusion approaches, such as late and early fusion approaches,
are utilized here, more novel and empirical hybrid approaches are
also considered that combine heuristics with learning-based data
fusion to achieve optimum performance. Additionally, there exists
a timing dependency (e.g., modalities’ relative onset) between the
modalities that the system can exploit. Thus, the time frames can
be analyzed separately with no connection, or a pattern could be
learned from intra- (within the modality) and inter- (among the
modalities) dependencies. Lastly, multiple possible machine learn-
ing solutions (depending on the previous factors) are utilized and
planned for this work. While preliminary results are published
in [12], several expansions are planned regarding learning models,
fusion approaches, and timing analysis.

4.3 Adaptation and Personalized Models
As mentioned earlier, adaptation and personalized models play an
essential role in enhancing the system performance and adjust-
ing to the driver’s individual needs. Adaptation is an inherently
continuous paradigm; thus, it is considered an ongoing process
along the user observations and the multimodal fusion stages in dri-
vers’ categorization (i.e., clustering) and hybrid fusion approaches,
respectively. While adaptation, in the previous context, is one al-
ternative to the one-model-fits-all approach, it still groups users in
a particular model, constituting a many-models-fits-all approach.
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Figure 3: The proposed approach for model adaptation for generating personalized models through transfer-of-learning.

However, personalized models attempt to have one exact model for
each user that is adjusted and adapted to user-specific behavior. Fig-
ure 3 shows an approach to achieving these personalized models
through the transfer-of-learning paradigm. The dataset is initially
split into training, validation, and test sets as in traditional learning
approaches. The model is trained on X participants’ data while
the hyperparameters are chosen and validated on Z participants’
data, and the final model is tested on Y participants’ data. On the
other hand, for the adaptation approach, each participant’s data
from the Y test set is further split (e.g., equally) into sub-train and
sub-test sets where the model is retrained and fine-tuned on the
user-specific training data to produce personalized model weights
that are optimized for this user. To assess the effect of this approach,
the personalized model is tested on the same participant sub-test
data and compared against other participants’ sub-test data. Pre-
liminary results for this approach are published in [12].

4.4 Continuous Learning
While the previous approaches optimize the system performance in
object detection based on current individual behavior, this behavior
might change over time due to situational, emotional, or mental
load variations and learning effects. Thus, a continuous learning ap-
proach is considered where the user can give feedback to the system
implicitly (e.g., via dissatisfied looks or grunting as visual or audi-
tory cues) or explicitly (e.g., repeating the given voice command).
In this work, an end-to-end learning-based approach is proposed
where the model (in terms of weights) and the learning technique
(in terms of modalities and timing) would be adapted over time. To
achieve this goal, the study and data collection phase should include
different situational and mental state variations for internal and
external validity. For example, while the referenced objects have
some variations in their shape and surrounding environment as
currently implemented in this work so far [11, 12], other parameters
could be varied, such as traffic flow (e.g., a road accident), system
response (e.g., intended delayed response), noise level (e.g., talking
passengers), and driver’s state-of-mind (e.g., driving while angry) as
currently planned for this work. Finally, situation-adapting learning

techniques are investigated in parallel, such as graph classification
and node selection (e.g., Relational Graph Neural Networks [17]),
learning from the driver’s behavior (e.g., Efficient Learning from
Demonstrations [21]), and learning from the driver’s feedback (e.g.,
Implicit Human Feedback Learner [6]).

5 PRELIMINARY RESULTS AND PLANNED
WORK

Several studies have already been conducted to achieve this work’s
goals, with initial results published in [11, 12]. Since the core focus
of this work is on adaptation and user-specific personalization, Fig-
ure 4 shows examples of the preliminary results focusing on the
adaptation aspect. Specifically, Figure 4a shows how drivers’ ref-
erencing actions could be clustered based on pointing and gaze
modality performance separately; then, each cluster is trained inde-
pendently. Thus, each cluster model-weights would be adapted to
the cluster pointing- and gaze-specific accuracy. This resembles the
hybrid fusion approach discussed earlier. Similarly, Figure 4b high-
lights the results of the previously discussed transfer-of-learning
personalization approach. It compares the personalized model sub-
test data against the average of the other non-personalized sub-test
data using the Root Mean Square Error (RMSE) metric. The fig-
ure also highlights further enhancement of this personalization
approach; it was noticed that adding the sub-train data of the per-
sonalized participant to the existing generalized model (also called
Universal Background Model (UBM)) data with a 1:1 ratio is not
the optimum solution due to its insignificant contribution size.
Thus, the personalized participant sub-train data was emphasized
(e.g., by repeating the data multiple times), and its ratio increased
for the X training data with a ratio of 1:2, 1:5, and so on until
the optimum sample weight could be determined. These previous
results are a sample of possible adaptation strategies for object
referencing using pointing and gaze; however, further studies are
planned that would incorporate other modalities such as head pose
(independent from gaze) and speech as well as other adaptation
techniques. Consequently, some of the expected results include (1)
explicit comparison between co-dependent modalities (e.g., gaze
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and head pose) in terms of their importance to the fusion model,
(2) enhanced model performance with more powerful deep learn-
ing algorithms (e.g., attention-based neural networks [41]), and (3)
better user-specific object referencing accuracy when utilizing the
situation-aware adaptation methods discussed earlier.

6 CURRENT AND EXPECTED
CONTRIBUTIONS

While the core objective of this work is to reach an adaptive, per-
sonalized approach for referencing objects while driving, its contri-
butions have several folds, as follows.

(1) Empirical Hypotheses: The literature review has provided
multiple, albeit unverified, hypotheses on the multimodal
interaction in general and the referencing task in particu-
lar. This work systematically investigates and verifies such
hypotheses statistically and qualitatively and explores new
hypotheses to model users’ behavior.

(a) Clustering drivers’ pointing and gaze behavior based on the sys-
tem’s perceived performance (i.e., referencing accuracy).
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Figure 4: Examples of different adaptation and personaliza-
tion approaches from the initial results published in [11, 12].

(2) Design Insights andGuidelines:Thiswork provides strate-
gies and approaches for the referencing task’s generalized
and user-specific multimodal interaction. These strategies
could also be utilized in other multimodal interaction tasks
that involve similar modalities with minor alterations.

(3) Methodological Contribution: An open-source frame-
work for adaptive and personalized models is tailored for
user-specific behavior. Furthermore, this framework would
focus on continuous learning approaches invariant to users’
varied behavior. The first milestone of this framework is
already published and publicly available [12].

(4) Dataset Contribution: Due to the importance of open sci-
ence and results’ reproducibility, the data sets for this work
are published (in anonymous form) for inspection, verifica-
tion, and future work continuity.

Finally, multiple aspects could be considered when designing
user-specific interfaces that go beyond what is proposed in this
work. However, this work investigates many of these aspects in
learning model adaptation, modality exploitation, and system engi-
neering and highlights important factors for future work to advance
the research focus on human-centered artificial intelligence and
reliable, trusted interfaces.
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