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Abstract—Learning-based techniques such as artificial intel-
ligence (AI) and machine learning (ML) play an increasingly
important role in the development of future communication
networks. The success of a learning algorithm depends on the
quality and quantity of the available training data. In the physical
layer (PHY), channel information data can be obtained either
through measurement campaigns or through simulations based
on predefined channel models. Performing measurements can be
time consuming while only gaining information about one specific
position or scenario. Simulated data, on the other hand, are more
generalized and reflect in most cases not a real environment
but instead, a statistical approximation based on a mathematical
model. This paper presents a procedure for acquiring channel
data by means of fast and flexible software defined radio
(SDR) based channel measurements along with a method for
a parameter extraction that provides configuration input to the
simulator. The procedure from the measurement to the simulated
channel data is demonstrated in two exemplary propagation
scenarios. It is shown, that in both cases the simulated data
is in good accordance to the measurements.

Index Terms—Channel Sounding, Simulation, Machine Learn-
ing

I. INTRODUCTION

In research and industry ongoing effort is devoted to further
improvement of future wireless networks in order for these to
fulfill the continuously growing requirements. Among various
aspects being considered, AI is seen as one of the most potent
technological enablers for 6G [1]. AI and ML techniques are
thereby expected to play a vital role in different parts of the
network. One focus is the use in the physical layer. This is
underlined by the work of 3GPP on a study item on AI/ML
for new radio (NR) air interface in release 18.

The processes in the physical layer are traditionally viewed
in a block structure separating the distinct tasks such as
coding, modulation and mapping. While there are many well-
established techniques that are optimized for their respective
tasks and therefore provide near-optimal solutions, end-to-
end optimization of communication systems is expected to
allow further improvement [2]. The development of traditional
algorithms is driven by theoretical work along with proper
mathematical modelling of the tasks within the considered
communication system, which can be especially difficult when
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joint optimization of multiple tasks shall be considered. In
contrast, data-driven algorithms such as AI and ML, function
in a data-adaptive manner, which allows for a more holistic
approach.

Based on the above considerations, extensive training data
of good quality are necessary for AI-based algorithms to
provide benefits to the communication system. In general,
channel data, which contains information about the state of
the wireless propagation channel, can be obtained by means
of measurement or simulation. While measurements can real-
istically depict the wireless channel, the associated hardware
requirements as well as the effort are high. Furthermore, the
amount of data is limited to the chosen measurement locations.
Simulations, on the other hand, can generate data in any
quantity. The quality of those data, however, may be lower,
depending on the simulation method, because the simulations
are in most cases based on generalized models that generate
data according to stochastic distributions.

This paper provides a procedure where both channel mea-
surement and simulation are combined. Therewith, some of the
disadvantages of the measurements are mitigated by the use
of SDRs, which enables a fast and flexible characterization
of the channel. Subsequently, this measurement output is
used to improve the accuracy of the simulation for a specific
environment.

The structure of this paper is as follows: Section II names
AI applications in the PHY layer and further motivates the
need for useful datasets. Section III describes the different
means to acquire such datasets. The proposed procedure is
presented in section IV, together with the results recorded in
two exemplary scenarios. Section V concludes the paper.

II. AI USAGE IN THE PHYSICAL LAYER

In recent years, a number of possible applications of ML
methods in the PHY layer of communications systems have
been proposed [3], [4]. Therein, algorithms based on ML
tools such as artificial neural networks replace the traditional
signal processing blocks from which the communications
system is built. Compared to classical methods, the ML-
based components usually require more computing power
to be effective. However, it is oftentimes still beneficial to
employ ML methods, considering the significant performance



improvement, particularly in cases where no theoretical so-
lution to the considered problem is known, either because
of inherent complexity of the problem itself or because of
the extensive amount of unknown quantities involved, as with
most real-world scenarios. The applications under investiga-
tion range over AI-driven design of channel codes [5], inte-
grated transceiver design [6], [7], and channel state estimation
and prediction [8], [9]. While some of these applications
allow for the exclusive use of unsupervised learning in the
sense that training does not require a dataset, for channel
estimation and prediction, it is essential to have channel data
that are both precise and diverse. In fact, it is not reasonable
to assume that superior performance can be achieved by a
trained ML model if the data encountered during training can
already be accurately captured by a much simpler statistical
channel model. Instead, the training data have to encompass
all essential characteristics of the environment in which the
system is likely to be placed and, at the same time, they need to
be accurate enough to be used as ground truth during training.
This is particularly important when the ML components are
based upon advanced artificial neural networks with high
capacity such as the convolutional-type channel predictors for
wide-band channels proposed in [8].

III. TRAINING DATA GENERATION

A. Data for Deep Learning

In the past, the introduction of modern ML methods has
led to remarkable results in a variety of fields. To facilitate
the development and refinement of these algorithms and for
comparative evaluation, many standard datasets have been col-
lected, especially in fields where machine learning approaches
have proven to be particularly beneficial. E.g., MNIST, CI-
FAR10, and ImageNet for image processing, Penn Treebank
and Hutter Prize for natural language processing, and CMUdict
and Librispeech for speech recognition and production. As the
research on possible applications of ML to communications
still has a rather short history, so far, no standard datasets
have been established. Such data may be obtained from two
different kinds of sources: large-scale real-world measurement
campaigns and advanced channel modelling and simulation.
In the following two sections both of these approaches are
explored independently.

B. Channel Measurements

The wireless channel can be arbitrarily complex due to
large-scale fading effects such as shadowing and small-scale
fading effects originating from reflected or scattered multipath
components (MPCs) on objects as well as doppler shifts
caused by transmitter (TX) and receiver (RX) movements.
While the large-scale fading effects are relatively constant
over a certain area and time, small-scale fading causes rapid
fluctuations of signal strength even in small spatial or temporal
areas.

Obtaining channel data by the means of measurements
provides the advantage of realism, only restricted by the
accuracy and hardware impairments of the measurement setup.

Furthermore, measurement data can contain information about
several channel characteristics which can be used depending
on the property of interest. However, to perform channel
measurement campaigns, high-end hardware as well as a lot
of time and effort are needed. Due to the changing character
of wireless channels it is necessary to measure several mea-
surement points in time and space to be able to characterize a
measured environment. This leads to large amounts of data
which are then difficult to distribute and make usable for
the scientific community. Additionally, the measurements only
capture the specific measured environment at the time of the
measurements.

When measuring only large-scale parameters like the signal
strength, as it is for example done in [10], where the signal-
to-noise ratio (SNR) is measured over a time period of
several minutes in 10 ms timesteps in order to use it as
training data for a deep-learning (DL) based SNR predictor,
the requirements on the employed hardware are relatively low.
However, in order to capture the small-scale parameters of
the channel, the time resolution of the measurement setup has
to be significantly higher, which increases the requirements
on the employed hardware. Usual channel impulse responses
(CIRs) in urban environments span over a time of 5-30 µs.
A time resolution in the lower two-digit nanoseconds area
or below is necessary to resolve the incoming MPCs. This
is especially true for scenarios with small TX-RX separation
distances. With the increasing focus on small cells, millimeter
waves as well as indoor and industrial scenarios, all of
which decrease the TX-RX distance compared to the urban
or even rural scenarios in previous generations of mobile
communication systems, the requirements on the measurement
hardware continuously increases. Furthermore, the diversity of
the considered scenarios, which differ significantly in terms
of channel characteristics, also raises the effort for measure-
ment campaigns to provide datasets for all scenarios. Besides
the task of measurement, the additional overhead to openly
distribute the obtained datasets, including data cleaning, de-
scriptions of the measurement setup and environment as well
as tutorials on how to use the data, leads to the situation that
only few datasets are available, which can be used as training
data for AI applications in the PHY layer.

One example of openly available measured channel datasets
comes from the University of Stuttgart, who built a channel
sounder called DICHASUS that measures massive MIMO
channels in different environments such as indoor, outdoor or
industrial [11]. They distribute some of their results together
with tutorials and examples on a website to use for the
scientific community.

Most measurement campaigns, however, focus on the char-
acterization of a certain channel scenario in order to generalize
to other locations and create channel models that describe the
respective scenario as realistically as possible. One of the most
influential models is the WINNER II channel model [12]. It is
based on extensive channel measurements, which are described
in [12], chapters 2.4 and 3.2.



C. Channel Modelling and Simulation

Channel models, such as the aforementioned WINNER II,
are mathematical descriptions of the physical channel based
on the measured channel parameters. These models can be
used by simulators to simulate transmissions in specified
scenarios. This is the most common way to create training
data for ML applications. However, as mentioned in section II,
the quality of the training data, and therefore the quality of
the used channel model, influences the performance of the
ML algorithm. Consequently, a proper understanding of how
the channel models and simulators generate the data is of
importance. Channel models can generally be divided into two
categories: stochastic and deterministic channel models [13].

Deterministic channel models are mostly based on ray-
tracing. Thereby, the propagation of rays from TX to RX
is calculated based on the physical laws of reflection and
diffraction. For this, the propagation environment has to be
digitally rebuilt for the ray-tracer to be able to capture all
significant path components of the channel. The complexity of
this task scales with the complexity of the propagation envi-
ronment. Therefore, the accuracy of the deterministic model is
proportional to the effort put into rebuilding the environment.
This leads to the same problem as with measurements: the
data are only accurate for the considered environment.

Stochastic channel models tackle this issue by design: they
are generalizations of certain scenarios, that provide informa-
tion about an average channel in the specific scenario. The
generation of the data is based on stochastic distributions, e.g.,
the positions of the scatterers are created randomly such that
the characteristics of the results conform to a distribution over
the predefined channel parameters. There are several subtypes
of stochastic channel models, some of which are described in
more detail in [13]. The most common channel models are
geometry based stochastic channel models (GBSMs), many
based on the aforementioned WINNER II model. In contrast
to purely stochastic models, such as simple tapped delay line
models, GBSMs model individual scatterers explicitly and
distribute them stochastically. The channel is then simulated
based on the generated geometric environment.

IV. MEASUREMENT-AIDED SIMULATION

This section describes the proposed procedure to acquire
channel data out of measurement-aided simulations. A system
diagram is depicted in Figure 1. It starts with a SDR-based
channel measurement step, which is described in more detail
in section IV-A. Out of the measured data some key parameters
are extracted and used as a basis for channel simulation. These
steps are described together with two exemplary scenarios in
section IV-B. The simulator generates the desired channel data,
which can be used as training data for AI applications.

A. Measurement Setup and Details

The measurement step should be as fast and flexibly exe-
cutable as possible since it is not intended as an exhaustive
measurement campaign, but an assisting step towards the
creation of channel data. Therefore, SDRs are used for the

Fig. 1. System diagram of the procedure

measurements. In combination with the open-source software
GNU Radio a quick and easy deployment of a TX and RX are
possible. Especially the use of the lightweight Ettus Research
USRP B210, which can run on a USB connection to a laptop,
allows for a flexible measurement setup in different environ-
ments [14]. Equipped with the TX and RX USRPs as well
as their respective host PCs, single input single output (SISO)
measurements are performed in the selected environments by
transmitting and capturing a sounding signal at the frequencies
2.48 GHz and 5.75 GHz, which is sampled and saved with a
sample rate of 25.6 MS/s.

Due to the general purpose nature of SDRs, a tailored
procedure is devised for their employment as a replacement of
dedicated channel sounding hardware. The proposed method
comprises the following two components:

• An iterative signal restoration routine counteracting the
hardware specific artefacts encountered during data acqui-
sition, where techniques from regression and time series
analysis and anomaly detection come into use

• An encompassing time- and frequency-domain channel
estimation procedure, with carefully chosen test signals
based on a Zadoff-Chu sequence of prime length and
post-processing stages, exploiting the dilation property of
the Fourier transform so as to damp artefacts within the
inferred channel impulse response

Empirical results demonstrate the efficacy of the proposed ap-
proach in both mitigating measurement artefacts and properly
inferring the channel state information. For more details on
the method, the reader is referred to [15].

In each selected measurement environment several measure-
ment points (MPs) with line-of-sight (LOS) and non LOS
(NLOS) connections should be chosen to determine more
significant channel parameters. Furthermore, for every MP
three consecutive measurements were performed within a time
interval of a few seconds to allow averaging. Following, two
exemplary environments are considered: A location in urban
Kaiserslautern as well as a campus-like environment at the
DFKI building in Kaiserslautern.

The measurements in the urban environment included two
LOS MPs for both frequencies as well as two NLOS MPs at
2.48 GHz and six NLOS MPs at 5.75 GHz. Figure 2 shows
the exemplary MP distribution, whereby the MPs 1-4 were
measured at both frequencies, the remaining only at 5.75 GHz.
Since the attenuation at the MPs 6,7 and 10 was too strong, no
meaningful results could be obtained there. All MPs range in
distances between 50 m to 250 m. As can be seen on figure 2,
the environment is a typical urban scenario with multistory
buildings and singular trees surrounding streets and a parking
lot.



Fig. 2. Positions of the MPs in the urban measurements

Fig. 3. Measured PDP at urban MP3

For the location at the DFKI building two LOS and two
NLOS MPs were evaluated for each frequency. The location
differs from the urban one in a way that there are only singular
big buildings and a woodland part in the proximity.

One exemplary power delay profile (PDP) is depicted in
Figure 3. One can see that the first peak is set to a delay
of 0 µs. Subsequently, there are several peaks on a generally
linear power decrease (on a logarithmic scale). It shows that
singular MPCs can be resolved by the measurement. It has to
be noted that the aforementioned channel estimation procedure
includes an averaging step over several consecutive channel
impulse responses, which results in a PDP [16].

B. Parameter Extraction & Simulation

For the simulation, the quasi deterministic channel generator
(QuaDRiGa) developed at Fraunhofer HHI is used [17]. It
is a geometry based stochastic channel model that allows
simulation of realistic radio channels. Quadriga is compliant
to the 3GPP-3D and NR channel models. It provides an open
source MATLAB/GNU Octave framework, which includes
several features to simulate from SISO to mMIMO chan-
nels such as dual mobility, spatial consistency and scenario
transitions. It covers a frequency range from 450 MHz up
to 100 GHz. Further details on the features as well as the
simulation procedure and calculation can be found in [18].

One feature worth mentioning is the possibility to manually
create semi-deterministic clusters. With this, one can add the
most important scattering clusters according to their respective
positions in the real environment. In this way the ray-tracing
like nature of rebuilding parts of the real environment is
adapted and combined with the stochastic approach for the
remaining scatterers, while the effort is still kept low since
the simulator will generate the remaining scatterers in a way
to match the predefined channel parameters.

Quadriga uses configuration files according to the selected
propagation scenario. These files include all the channel pa-
rameters for the respective scenario such as the delay spread,
the K-factor, the number of scattering clusters, the angular
spread and many more. For our purpose we can edit the
channel parameters in the configuration file of the scenario,
that fits the measured environment best, in order to improve
the simulation results for our MP. For our scenarios the
configurations were based on the configuratoin files ”3GPP
38.901 UMi” for the urban case and ”3GPP 38.901 UMa” for
the campus scenario.

Out of our measurements it is possible to extract some key
parameters of the channel, which can be put in the Quadriga
configuration file afterwards. This includes the rms delay
spread (DS), which is the second central moment of the PDP,
defined as:

στ =

√
τ2 − (τ)2 (1)

with the mean excess delay

τ =

∑
k P (τk)τk∑
k P (τk)

(2)

and

τ2 =

∑
k P (τk)τ

2
k∑

k P (τk)
(3)

whereby τ is the delay after the first received signal part and
P (τ) the respective power at a certain delay. Another value of
interest is the ricean K-factor (KF), which is the ratio between
the power of the strongest (usually LOS) path and the average
power of the other, scattered paths. Both the DS and the KF are
assumed to be log-normal distributed in Quadriga. Therefore,
a median value as well as a standard deviation can be specified
in the configuration file. Furthermore, the frequency, distance,
height and elevation dependence on both the median and the
standard deviation are possible parameters. In addition, the
number of scattering clusters can be estimated by the amount
of visible MPCs in the measured PDP. Because we executed
SISO measurements, we cannot obtain information about the
angular parameters.

The extracted channel parameters for the respective sce-
narios can be found in table I. The LOS and NLOS cases
differ by significantly higher delay spreads as well as a higher
number of visible scattering clusters. The differences between
the urban and the campus scenario are minor, but generally
all parameters are higher for the campus case.

Two exemplary simulated PDPs are depicted in figure 4 and
figure 5. In both cases, the blue graph represents the measured



TABLE I
CHANNEL PARAMETERS EXTRACTED FROM THE MEASUREMENTS

Scenario DS [ns] KF [dB] # clusters

Urban LOS 45 13 15
Urban NLOS 125 x 19
Campus LOS 50 21 17

Campus NLOS 175 x 22

Fig. 4. Comparison of the measured and simulated PDP, urban MP3

PDP of the respective channel. They are normalized and the
zero-delay is again set to the maximum value of the respective
PDPs. The simulated PDPs, created by the described procedure
with the parameters in table I, are shown in red. In the urban
case in figure 4, one can see that especially the first MPC of
measurement and simulation fit well. Also in the delay time
of 1 to 2 µs there is a similarity between both graphs.

The campus scenario in figure 5 has a steeper early decrease
in the simulated case. After a similar course around 0.5 µs the
simulation did not capture the MPCs that were measured at
around 1 µs delay.

It has to be noted, that the simulation of the PDPs is
still a stochastic process depending on the instantiation of
the simulator. Therefore, it cannot be expected that there is
a perfect alignment between measurement and simulation.
However, the procedure allows to bring in more accurate
channel parameters as a simulation basis. This allows the
assignment of a simulation to a certain location, which would
not be possible in case of the use of the generalized channel
models. Furthermore, based on the measured parameters the
whole feature-set of the simulator can be used to create for
example a mobility simulation with higher accuracy than with
the default configuration.

V. CONCLUSION

In this work, a procedure for acquiring training data for AI
applications within a communication system is presented. The
proposed method makes use of fast and flexible measurements
to identify location-specific channel parameters which are
passed on to simulators. In particular, the channel data are
generated through the use of a combination of traditional ways,
measurement and simulation. The measurement setup and
execution is demonstrated in two exemplary scenarios. These

Fig. 5. Comparison of the measured and simulated PDP, campus MP2

measurements are used to configure the simulations based
on the extracted channel parameters. Exemplary simulation
results are presented, which show a good accordance between
the measurements and the simulation.

REFERENCES

[1] W. Jiang, B. Han, M. A. Habibi, and H. D. Schotten, “The road
towards 6G: A comprehensive survey,” IEEE Open Journal of the
Communications Society, vol. 2, pp. 334–366, 2021.

[2] T. Wang, C.-K. Wen, H. Wang, F. Gao, T. Jiang, and S. Jin, “Deep
learning for wireless physical layer: Opportunities and challenges,”
China Communications, vol. 14, pp. 92–111, 2017.

[3] T. J. O’Shea and J. Hoydis, “An introduction to deep learning for the
physical layer,” IEEE Trans. Cogn. Commun. Netw., vol. 3, no. 4, pp.
563–575, 2017.

[4] O. Simeone, “A very brief introduction to machine learning with
applications to communication systems,” IEEE Trans. Cogn. Commun.
Netw., vol. 4, no. 4, pp. 648–664, 2018.

[5] Y. Jiang, H. Kim, H. Asnani, S. Kannan, S. Oh, and P. Viswanath,
“Turbo autoencoder: Deep learning based channel code for point-to-
point communication channels,” in Proc. 33rd Conf. on Neural Informa-
tion Processing Systems, NeurIPS 2019, Vancouver, British Columbia,
Canada, Dec. 2019, pp. 2758–2768.

[6] F. A. Aoudia and J. Hoydis, “End-to-end learning of communications
systems without a channel model,” in Proc. 52nd Asilomar Conf. on
Signals, Systems, and Computers, Pacific Grove, CA, USA, Oct. 2018.

[7] A. Felix, S. Cammerer, S. Dörner, J. Hoydis, and S. ten Brink, “OFDM-
autoencoder for end-to-end learning of communications systems,” in
Proc. IEEE 19th Int. Workshop on Signal Processing Advances in
Wireless Communications (SPAWC), Kalamata, Greece, Aug. 2018.

[8] L. Ahrens, J. Ahrens, and H. D. Schotten, “Convolutional-type neural
networks for fading channel forecasting,” IEEE Access, vol. 8, pp.
193 075–193 090, 2020.

[9] W. Jiang and H. D. Schotten, “Deep learning for fading channel
prediction,” IEEE Open Journal of the Communications Society, vol. 1,
pp. 320–332, 3 2020.

[10] Q. Zhou, W. Jiang, D. Wang, and H. D. Schotten, “Deep learning-based
signal-to-noise ratio prediction for realistic wireless communication,” in
2022 IEEE 95th Vehicular Technology Conference: (VTC2022-Spring),
2022, pp. 1–5.

[11] F. Euchner, M. Gauger, S. Doerner, and S. ten Brink, “A distributed
massive MIMO channel sounder for “big CSI data”-driven machine
learning,” in WSA 2021; 25th International ITG Workshop on Smart
Antennas, 2021, pp. 1–6.
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