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ABSTRACT 
This paper presents a course recommender system designed to sup-

port students who are struggling in their first semesters of 

university and who are at risk of dropping out. Considering the 

needs expressed by our students, we recommend a set of courses 

that have been passed by the majority of their nearest neighbors 

who have successfully graduated. We describe this recommender 

system, which is based on the explainable k-Nearest Neighbors al-

gorithm, and evaluate the recommendations after the 1st and the 2nd 

semester using historical data. The evaluation reveals that the rec-

ommendations correspond to the actual courses passed by students 

who graduated, whereas the recommendations and actually passed 

courses differ for students who dropped out. The recommendations 

show to struggling students a different, ambitious, but hopefully 

feasible way through the study program. Furthermore, a dropout 

prediction confirms that students are less likely to drop out when 

they pass the courses recommended to them. 

Keywords 
Course recommender system, nearest neighbors, explainability, 

user-centered design, dropout prediction. 

1. INTRODUCTION 
In the last decades, universities worldwide have changed a lot. They 

offer a wider range of degree programs and courses and welcome 

more students from diverse cultural backgrounds. Further, teaching 

and learning in high schools differ from teaching and learning in 

universities. Some students cope well and keep the same level of 

academic performance at university as they had in high school. Oth-

ers struggle, perform worse, and might become at risk of dropping 

out. The preliminary exploration of our data has shown, that most 

of the students drop out during the first three semesters of their 

studies. Therefore, the course recommendations proposed in this 

work focused on supporting struggling students after their 1st and 

2nd semester. The final goal in developing such a system is to have 

it integrated in novel facilities that universities could put in place to 

support their diverse students better. 

At the beginning of each semester in Germany, students need to 

decide which courses they enroll in. When entering university di-

rectly after high school for their 1st semester, most of them decide 

to enroll in exactly the courses planned in the study handbook. The 

decision becomes more difficult when they fail courses in their 1st 

semester and should choose the courses to enroll in their 2nd semes-

ter: should they repeat right away the courses they failed? Which 

courses planned in the 2nd semester in the study book should they 

take? Should they reduce the number of courses they enroll in to 

have a better chance of passing them all? Should they take more 

courses to compensate for the courses they failed?  The study hand-

book does not help in finding answers to those questions.  

In our previous work [18], most of the students mentioned that they 

rely on friends and acquaintances as one source of information 

when deciding which courses to enroll in. Further, any system as-

sisting in enrollment should have explainable recommendations. 

In this work, we propose a recommendation system to support stu-

dents choosing which courses to take before the semester begins. 

We recommend students the set of courses that the majority of their 

nearest neighbors, who successfully graduated, have passed. Near-

est neighbors are students who, at the same stage in their studies, 

have failed or passed almost the same courses with the same or very 

similar grades. The system proposed in the present work does not 

recommend top N courses as other systems do, e.g. [10, 14]. Rather, 

it recommends an optimal set of courses, and we assume that a stu-

dent should be able to pass all the courses of that set. Because the 

recommendations are driven by past records of students who grad-

uated, we also pose the hypothesis that students following the 

recommended set should have a lower risk of dropping out.  

We describe a recommender system based on the explainable algo-

rithm k-Nearest Neighbors (k-NN) and evaluate the 

recommendations given after the 1st and the 2nd semester using his-

torical data. Although the recommendations are designed to support 

struggling students, every student should have access to them. By 

contrast, the recommendations should show a different, more aca-

demically successful way of studying to struggling students and 

therefore differ from the courses that they pass. More precisely, this 

paper tackles the following research questions: 

RQ1. How large is the intersection between the set of recom-

mended courses and the set of courses a student has passed? Are 

there differences between struggling and well performing students? 

RQ2. Do the recommendations lower the risk of dropping out, and 

if so, how much? 
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2. RELATED WORK 
Course recommendations. Supporting students in choosing 

courses at the start of the semester has been studied in many works. 

The aims of the proposed recommender systems are diverse. For 

example, Parameswaran et al. [13] seeks to provide students with 

courses that meet their constraints like availability and schedule, 

but also being favored and chosen by other students. Their goal is 

to recommend interesting courses that will also help students grad-

uate and conduct evaluations using the academic performance data 

of students who have graduated. The goal of Pardos and Jiang [14] 

is to recommend courses “that are novel or unexpected to the stu-

dent but still relevant to their interests”. The authors recommend 

courses based on a chosen favoured course and evaluate the results 

using both historical data and student feedback as part of a user 

study. Backenköhler et al. [1] seek to optimize recommendations 

by combining three aspects: a student’s preparedness for a course, 

the benefit of a course towards other courses, and the predicted per-

formance in the course. The authors use historical data to evaluate 

how the recommendations match the student's actual course 

choices. Nearer to our aim, Elbadrawy and Karypis [4] and Morsy 

and Karypis [10] recommend courses for which students can expect 

a good grade or an increase of their GPA. In both papers, the au-

thors evaluate recommendations based on historical data, as we do. 

User-centered design. Our work follows a user-centered approach 

as has been proposed for example in [9]. The design of our recom-

mendations has been developed with respect to insights obtained 

from a semi-structured group discussion conducted with 25 student 

[18]. The authors of several studies have described their user-cen-

tered approach to involve stakeholders in the development of tools. 

De Quincey et al. [16] included students in the development of a 

dashboard that integrates study motivation to track engagement and 

predicted scores at Keele University (UK). To inform the develop-

ment of a dashboard with relevant indicators to help students chose 

what courses to take in an upcoming academic period, Hilliger et 

al. [7] identified student information needs regarding course enroll-

ment at Pontifical Catholic University (Chile) using a mixed-

methods approach. Sarmiento et al. [17] described their approach 

of a series of co-design workshops for learning analytics tools with 

and for students at New York University.  

Explainability. Not all machine learning algorithms used in edu-

cational data mining are explainable, such as neural networks, 

which are increasingly used as stated by Barredo Arritea et al. [2]. 

Pardos and Jiang as well as Morsy and Karypis use them in their 

respective works, [10, 14] for instance. According to Ning et al. 

[11], neighbor-based approaches are simple, justifiable, efficient, 

and stable. The number of neighbors, the features, and the distance 

function all influence the explainability of k-NN [2]. The nearest 

neighbors can be visualized and students understand why these rec-

ommendations are given to them. As argued by Williamson and 

Kizilcec in [20], “educators and learners will not trust a model that 

cannot easily be explained to them”. Indeed, it was a concern of our 

students: recommendations should be explainable [18]. 

Our contribution. Using student-centered design, we have devel-

oped an approach to course recommendations that is explainable to 

students and aims to help students who are at risk of dropping out. 

Our evaluation, based on historical data, distinguishes two groups: 

students who have dropped out and students who have graduated. 

First, we compare the recommendations to the set of courses that 

students passed; this is similar to other evaluations like [4, 12]. Sec-

ond, we investigate whether our recommendations decrease the 

dropout-risk. This is a novelty of our work. 

3. DATA AND METHODOLOGY 
Data and preprocessing. For the development of the course rec-

ommendation system, data from a six-semester bachelor program 

of a medium-sized German university was used. The initial dataset 

contains 1,484 students who started their study program between 

winter semester 2012 and summer semester 2019. We removed 

three types of students: A) outliers regarding the number of passed 

courses based on the interquartile range (IQR) since students can 

receive credit for courses completed in previous study programs 

and thus may pass more courses in a semester than foreseen in the 

study handbook [12, 19], B) students who were still studying at the 

time of data collection since they can not be used to predict the risk 

of dropping out, and C) students without at least one record in each 

of the first three semesters. The final dataset contains 578 students 

who either graduated (status G) or dropped out (status D) and 9,500 

records. The grading scale for passing a course is from best to worst 

[1.0, 1.3, 1.7, 2.0, 2.3, 2.7, 3.0, 3.3, 3.7, 4.0]. The grade for failing 

an exam is 5.0. Students must pass all mandatory courses and four 

elective courses to graduate. The study handbook includes a sug-

gested courses schedule for the six semesters and students may 

follow this schedule or not. At any time in their studies, they are 

allowed to choose courses from all offered courses. It is worth not-

ing that electives courses are scheduled in the 5th and 6th semester 

of the program. Table 1 shows the final number of students by stu-

dent status and per semester the number of different courses, the 

number of academic performance records, the average number of 

courses passed per student, and the average grade. 134 students 

have the status dropout (D) and 444 the status graduate (G); in the 

3rd semester (bottom line) there were 686 records concerning 20 

different courses for students with the status D and 2,622 records 

concerning 26 courses for students with the status G. One notices 

that students with the status D pass fewer courses per semester and 

receive lower grades. 

Table 1. Dataset overview by semester S (1, 2, 3) and student 

status (D, G). Number of courses C, Number or records R, 

mean number of passed courses MPC, and mean grade MG. 

      C R MPC MG 

D G S D G D G D G D G 

134 444 

1 14 16 657 2,199 3.6 4.7 2.8 2.1 

2 15 19 740 2,596 3.4 5.1 3.0 2.3 

3 20 26 686 2,622 3.0 5.4 3.2 2.2 

Data representation. We use only data about academic perfor-

mance: each student is represented by a vector of grades. It is 

possible for a student to, for example, enroll in a course in the 1st 

semester and not take the exam, then enroll and fail the exam in the 

next semester and enroll again and pass the exam in the following 

semester. In this case, a student has three different records for the 

same course in three different semesters. In our opinion, not only 

the final grade with which a course was passed is relevant, so we 

include the entire history of a student's academic performance in 

the vector. 

Missing values. To compute the nearest neighbors, we have to deal 

with missing values. If a student was enrolled in a course but did 

not take the exam, a 6.0 was imputed, if s/he was not enrolled at all, 

a 7.0 was imputed. This means that we rate enrolling but not taking 

the exam (6.0) more similar to failing (5.0) than not enrolling (7.0).  

  



4. COURSE RECOMMENDATIONS 
For our course recommendation system, we use the idea of a k-NN 

classifier: given a student 𝑆𝑥 represented by the vector 𝑥𝑛 of length 

n at the end of semester t, we use the majority votes of his/her al-

ready graduated neighbors to obtain a set of courses for the 

following semester t+1 that are classified as “passed” and accord-

ingly recommended; any course not in that set is not recommended. 

We recommend courses for the 578 students in the dataset and then 

evaluate the recommendations. 

Procedure. Let 𝑌 be the data of a program after semester t consist-

ing only of graduated students 𝑆𝐺𝑅, i.e. their vectors of grades with 

length n, let 𝑆𝑥 be a student who needs a course recommendation, 

let C be the set of all courses of the program and let k be the number 

of nearest neighbors. Given C, the expected output is 𝐶𝑅 the set of 

recommended courses and all courses that are in C but not in 𝐶𝑅 are 

not recommended. First, we determine the k nearest neighbors of 

an observed student: the similarity of students is calculated using 

the Euclidean Distance between x and y where 𝑆𝑥 and 𝑆𝑦 are two 

students and 𝑥 and 𝑦 are the vectors of all their grades at the end of 

semester t where the length of the vectors n corresponds to the num-

ber of features that we use. The students are sorted by increasing 

distance and the top k vectors are selected as the neighborhood 𝑆𝑘 

of student 𝑆𝑥. Instead of considering each course in C, we preselect 

only courses that at least one of the students in 𝑆𝑘 has passed in 

semester t+1, i.e. the grade is lower or equal to 4.0, and assign them 

to the set 𝐶𝑃 of courses passed by the neighborhood. To classify 

each course in 𝐶𝑃 to be recommended or not, we use the majority 

vote of the k neighbors: if a neighbor passed a course, it is labeled 

with 1 and otherwise 0. We calculate the probability P for student 

𝑆𝑥 to pass that course c as the mean of class labels, e.g. if k=3 and 

2 out of 3 neighbors have passed the course, P is 0.66̅. If the mean 

is higher than 0.5, the course is recommended and assigned to 𝐶𝑅. 

To avoid a tie in majority voting, we use only uneven k and test our 

approach with 𝑘 = 1, 3, 5, 9, 19. We check if 𝑆𝑥 has already passed 

a recommended course and remove this course from the recommen-

dation if necessary.  

Baseline. We use the same approach not only with neighbors who 

graduated but also with all neighbors, i.e. students who dropped out 

and students who graduated. We expect that the recommendations 

differ between the two approaches and that the recommendations 

based on graduated students, but not necessarily the recommenda-

tions generated with all students, reduce the risk of dropping out. 

In the following, we distinguish the two recommendation types 

with AN (all neighbors) and GN (graduated neighbors). 

5. COURSES’ INTERSECTION (RQ1) 
To compare the recommended courses with those actually passed, 

we consider the recommendations as a binary classification prob-

lem and build a confusion matrix to evaluate the recommendation 

as follows: a course recommended and actually passed in semester 

t+1 will be a true positive (TP), a course recommended and actually 

not passed will be a false positive (FP), a course not recommended 

but passed will be a false negative (FN), and a course not recom-

mended and not passed will be a true negative (TN). The choice of 

metric is critical due to the relatively large number of courses and 

the resulting imbalance of recommendations or non-recommenda-

tions. Further, because we recommend a set of courses and not 

simply top N courses, it is crucial to measure not only that the rec-

ommendations contain all passed courses (recall) but also that they 

do not contain courses that students did not pass (precision). We 

chose the F1 score to evaluate courses’ intersections since the F1 

score ignores true negatives, which is in our context always a high 

value, and thus serves our needs. The score ranges from 0 to 1 with 

1 indicating perfect classification (recall=1 and precision=1) and 0 

indicating perfect misclassification (recall=0 or precision=0). The 

calculation is as follows: 𝐹1 = 2 ∙ 𝑇𝑃/(2 ∙ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁) . 

Results. To evaluate the quality of the recommendation, we look at 

the intersection and evaluate the recommendations by F1 score. We 

expect a high score for students with the status G in both semesters 

as the recommendations for them should match closely the courses 

that they passed. We do not expect a high score for students with 

the status D; the recommendations are meant to show them another 

way of studying that should bring more academic success and 

therefore should not match closely the courses that they passed. Ta-

ble 2 provides the results as mean F1 scores of all students. To better 

distinguish for which student groups the recommendations are 

more appropriate, the results are grouped by the following factors: 

student status (D/G), type of neighbors (AN/GN), and semester (2, 

3). In addition, we provide the difference in each row between the 

mean score of the baseline AN and the mean score of GN. The dif-

ferences in the number of neighbors k are not shown because no 

large differences emerged when k varied. 

Findings. There is a difference between students who struggle and 

students who perform well. More precisely: A) AN-based and GN-

based recommendations: The mean F1 score for dropouts and grad-

uates is higher for GN than for AN. B) Semester: The mean F1 score 

is higher after the 1st for the 2nd semester than after the 2nd for 3rd 

semester. C) Graduates and dropouts: The mean F1 score is higher 

for graduates than for dropouts. The mean F1 score is high for grad-

uates: this confirms our expectation that recommendations closely 

match the courses passed by graduates. For students with status D, 

the mean F1 score tends to be low: the recommendations show an-

other way of studying. 

Table 2. Courses’ intersection based on mean F1 score of all 

students for semester S and recommendation types AN and GN 

as well as their differences (Diff) by student status (D, G).  

 D G 

S AN GN Diff AN GN Diff 

2 0.471 0.509 0.038 0.843 0.861 0.017 

3 0.282 0.302 0.020 0.809 0.836 0.027 

6. CHANGES IN DROPOUT RISK (RQ2) 
A dropout prediction was performed using the following two steps: 

1) based on the actual enrollment and exam information, a model 

has been trained to predict the two classes dropout or graduate; 

2) the model of step 1 is used again to predict dropout or graduate 

after replacing the actual enrollment and exam information by the 

calculated recommendations. We call dropout risk the proportion 

of students who are predicted “dropout” by a model. To determine 

whether or not the recommendation approach helps to lower the 

dropout risk, we analyze the difference of these two dropout pre-

dictions.  

Feature set. As investigated in [8], there are several ways to select 

a feature set for dropout prediction and no way works better than 

the others in all contexts. Because we want to measure the impact 

of our recommendations on dropout prediction, and the individual 

courses are relevant accordingly, we use the courses taken by stu-

dents as features and the grades obtained by students as their values. 

Model training. To detect a change in the dropout risk in step 2, 

the models should be as accurate as possible which we aimed to 

achieve through two approaches: A) train different types of algo-

rithms including hyperparameter optimization (Logistic 



Regression, LASSO Regression, Decision Tree, k-Nearest Neigh-

bors, Support Vector Classifier with different kernels (radial basis 

function, linear, polynomial), Random Forest), and B) use algo-

rithm-independent parameters for optimization since we realized 

that hyperparameter optimization alone was insufficient. B1) Fea-

ture selection: we removed features with a low number of actual 

grades and tried different thresholds as a minimum number of ac-

tual grades for a course: (1, 5, 9, 19). B2) Training data balancing: 

we used two common techniques: Synthetic Minority Over-sam-

pling Technique (SMOTE) [3] and RandomOverSampler (ROS). 

Both implementations are from the Python library imbalanced-

learn. B3) Decision threshold moving: Usually, a classifier decides 

for the positive class at a probability greater or equal to 0.5, but in 

case of imbalanced data, it may be helpful to adjust this threshold, 

so we checked additionally to 0.5 the values: 0.1, 0.3, 0.7, 0.9.  

Models selection. To emphasize that both correct dropouts and cor-

rect graduates are important for dropout risk prediction, we 

evaluated our models based on the test data with Balanced Accu-

racy (BACC) as the mean of the recall for class 1 (dropout) and 

recall for class 0 (graduate). The data sets sorted by the start of 

study were split into 80% training data and 20% test data, so that 

risk prediction is done for students who started their studies last. 

We trained models for both semesters t=2 and t=3 with actual 

grades and used the best models to evaluate a change in dropout 

risk in step 2. In both cases, RF achieved the highest BACC for 

step 1 (2nd semester: 0.859, 3rd semester: 0.935). The algorithm-in-

dependent parameters belonging to the models are: features 

selection (2nd: 0, i.e. no features were removed, 3rd: 1), decision 

threshold (2nd: 0.3, 3rd: 0.5), and balancing the training data (2nd: 

SMOTE, 3rd: ROS). Regarding hyperparameter optimization, we 

did not observe any improvements in BACC, which we relate to the 

small size of the training sets. 

Step 2 dropout prediction. We used the selected models to predict 

dropout based on the recommendations. Since we assume the stu-

dent will pass the recommended courses, we need a grade between 

1.0 and 4.0 for step 2. If we had a grade in the records for that stu-

dent and a recommended course, we used it. If the student had 

dropped the course or failed it, we imputed the average of two me-

dians: the median of all the grades that the student has earned so far 

and the median of the historical grades for that course. We evalu-

ated this imputation with the data we use in this work and obtained 

an Root Mean Square Error (RMSE) of 0.634, which is comparable 

with the RMSE from 0.63 to 0.73 in [4, 15]. 

Results. Table 3 shows three proportions of students who are pre-

dicted as dropout, P1, P2_AN and P2_GN and the differences 

between these proportions. P1 is the prediction based on actual en-

rollment and exam data. P2 AN corresponds to step 2; the dropout 

prediction uses the courses recommendations calculated with all 

neighbors while P2_GN uses the recommendations calculated with 

graduate neighbors. The differences in the number of neighbors k 

are not considered because no large differences emerged when k 

varied: P2_AN and P2_GN are the average values from the risk 

predictions, based on the test data set. The three columns on the 

right provide the differences in the predictions: P2_AN vs P1, 

P2_GN vs P1, P2_GN vs P2_AN. For example, 81.4% of the actual 

dropout students for semester 2 are predicted as dropout in the first 

prediction, 75.8% using AN-based recommendations, and 70.2% 

using GN-based recommendations. The dropout risk based on the 

GN recommendation is 5.6% lower than the prediction based on the 

AN recommendation. 

Findings. It turns out that, with our strong assumption that students 

will pass the recommended courses, the risk of dropping out can be 

reduced. More precisely: The proportion of students predicted as 

dropout are lower when the predictions are AN- and GN-based in 

step 2 than using the actual enrollment and exam data in step 1. The 

GN-based recommendations provide a lower dropout risk com-

pared to the AN-based recommendations. The proportion of 

students predicted as dropout are lower for the 3rd than for the 2nd 

semester using AN- and GN-based recommendation. The dropout 

risk reduction in step 2 is higher for dropouts than for graduates. 

Table 3. Mean predicted risk in step 2 dropout prediction (P2) 

for recommendation types AN and GN compared to step 1 (P1) 

by student status ST (D, G) and semester (S). 

ST S P1 P2_AN P2_GN 
P2_AN 

vs P1 

P2_GN 

vs P1 

P2_GN vs 

P2_AN 

D 
2 0.814 0.758 0.702 -0.056 -0.112 -0.056 

3 0.884 0.665 0.293 -0.219 -0.591 -0.372 

G 
2 0.096 0.074 0.060 -0.022 -0.036 -0.014 

3 0.014 0.047 0.005 0.033 -0.008 -0.041 

7. DISCUSSION AND CONCLUSION 
In this paper, we have presented an explainable course recom-

mender system designed primarily to support students who are 

struggling after their 1st or 2nd semester at university. The recom-

mendations are based on the explainable k-NN algorithm and are 

built by selecting the courses that most of the nearest neighbors who 

graduated have passed. We have evaluated our approach on histor-

ical data in two ways. First, we have compared the 

recommendations with the set of the courses that students have 

passed using the F1 score. Second, we have investigated whether 

students are less likely of dropping out when following the recom-

mendations. Further, we also evaluate the impact of choosing 

nearest neighbors from the set of students who dropped out and 

graduated, our baseline, instead of choosing them only from the set 

of students who graduated. 

The F1 score evaluating the recommended courses is higher when 

the neighbors are chosen from the set of students who graduated, as 

can be seen in Table 2. It is particularly high, mainly over 80%, for 

students with the status graduate, which confirms that, for them, the 

recommendations match closely the courses that they pass. Con-

sistent with this finding, the number of students who are predicted 

with the status dropout is smaller when the recommendations are 

used in the prediction rather than the actual data. Preliminary work 

shows that these findings generalize to other degree programs. 

The results suggest that the provided recommendations would help 

more students to graduate if the recommendations are both ambi-

tious and realistic: students indeed do pass the courses 

recommended to them. A closer look at the recommendations re-

veals that a small number of students receive an empty set, which 

should be examined in detail. Further, it still needs evaluations with 

students in their 1st or 2nd semester on how ready and willing they 

are to use such recommendations, and which extra support they 

need to pass all courses recommended to them. As stated in [6] in 

the German context, most of the time a combination of well-orches-

trated interventions brings academic success. 

In terms of k-NN, it would be worth testing the possibilities of mul-

tilabel learning as presented in [21] and whether the same approach 

could be used for planning over several semesters, as proposed in 

[5]. Finally, we would like to investigate which other explainable 

approaches are equally visualizable and understandable to students. 
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