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Figure 1: We explore different blink trigger methods suited specifically for virtual reality (VR). Our triggers leverage the dazzle,
menace, and corneal reflexes, and simulate a blurred vision to elicit blinks on demand. By this, we improve the control over users’
blinking behavior in VR to support blink-based applications and techniques. Illustration: Irina Strelnikova/stock.adobe.com

ABSTRACT
Asmore andmore virtual reality (VR) headsets support eye tracking,
recent techniques started to use eye blinks to induce unnoticeable
manipulations to the virtual environment, e.g., to redirect users’
actions. However, to exploit their full potential, more control over
users’ blinking behavior in VR is required. To this end, we propose
a set of reflex-based blink triggers that are suited specifically for
VR. In accordance with blink-based techniques for redirection, we
formulate (i) effectiveness, (ii) efficiency, (iii) reliability, and (iv)
unobtrusiveness as central requirements for successful triggers. We
implement the soft- and hardware-based methods and compare
the four most promising approaches in a user study. Our results
highlight the pros and cons of the tested triggers, and show those
based on the menace, corneal, and dazzle reflexes to perform best.
From these results, we derive recommendations that help choosing
suitable blink triggers for VR applications.
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1 INTRODUCTION
Head-mounted displays (HMDs) can be considered the central inter-
face for virtual reality (VR) and enable users to experience immer-
sive virtual environments (IVEs) in ways that let them experience
presence [30]. In the last decades, the quality of HMDs has advanced
significantly and today, a variety of devices with consumer-friendly
price tags is widely available. In parallel to the improvement of the
output capabilities of HMDs (e.g., resolution, field of view, etc.), also
their capability to track information about the user has improved. As
a result, an ever-increasing number of HMD manufacturers started
to integrate eye tracking in their devices. Taking advantage of this,
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techniques have been proposed that leverage human eye blinks
and the resulting phenomenon of change blindness [25, 29, 33] to
unnoticeably manipulate the virtual scene, e.g., to redirect users’
actions. These techniques leverage the temporary closures of the
eye lid and the accompanying visual suppression in the brain [4],
for example, to improve the performance of unnoticeable redirected
walking (RDW) [20, 22] and hand redirection (HR) [41].

Up to now, however, blink-based techniques share a common
drawback: either (1) they require users to blink consciously when
a manipulation is needed, defying the purpose of unnoticeable
techniques, or (2) they depend on the occurrence of spontaneous
blinks in just the right moments to induce virtual manipulations,
reducing their reliability. In order to overcome these constraints
and to exploit the full potential of blink-based techniques, we argue
that solutions are required, which grant the VR system more control
over users’ blinking behavior.

To this end, in this paper, we explore the idea of system-controlled
blink trigger methods – a concept already known outside the do-
main of VR [8, 9]. Such triggers would enable the VR system to
trigger eye blinks on demand, for example, when a manipulation of
the IVE is needed. Existing research already investigated different
approaches to increase the user’s average blink frequency over time,
but did not yet focus on VR. Instead, proposed approaches only con-
centrated on desktop [8] and wearable setups [9]. Moreover, past
research on blink triggers was primarily concerned with combating
the computer vision syndrome (CVS) [8, 9] and symptoms like dry
eyes. As such, previous solutions (1) did not consider the unique
capabilities of VR, which might allow for novel trigger methods,
and (2) were designed to meet less stringent requirements (e.g., in
terms of blink response time) compared to the requirements posed
by fast-paced VR techniques like haptic retargeting. Here, for exam-
ple, individual blinks would need to be stimulated before the user’s
hand has reached a virtual object. Consequently, researchers have
expressed the need for an investigation of blink triggers suited
specifically for VR [20, 22] – a gap that we start to fill with the
research presented in this paper. Specifically, we are, to the best of
our knowledge, the first to contribute by:

• proposing and implementing perceptually-inspired soft- and
hardware-based blink triggers for VR

• comparing VR blink triggers in an empirical user study ana-
lyzing their advantages and disadvantages

• deriving recommendations that help researchers and practi-
tioners pick blink triggers for different VR use cases.

2 RELATEDWORK
We briefly review techniques based on blink-induced change blind-
ness, as they constitute the central motivation for this work. Next,
we summarize physiological properties of human eye blinks and
revisit previous work on triggering blinks outside VR.

2.1 Leveraging Eye Blinks in Virtual Reality
Blink-based techniques for VR are usually based on the phenome-
non of change blindness, which is described by perceptual scientists
as “the inability to detect changes to an object or scene” [29]. Change
blindness is known since the 19th century and it has been shown

that humans are susceptible to miss changes in a visual image when
they are introduced, for example:

• outside the user’s field of view (e.g., behind the back) [34]
• inside the user’s field of view:
– when noise (e.g., a “mudsplash” pattern) is added to the
visual image [29]

– during a blank visual stimulus [27]
– during a saccade [15]
– during a blink [25]

According to perceptual scientists Simons and Levin [29], changes
to a visual scene are likely to be missed when they do not affect
those parts that are central to our understanding of the scene. Our
brain assumes that “if the gist [of a scene] is the same, [...] the details
are the same” [29].

Today, VR techniques that deliberately exploit change blindness
are on the rise. Steinicke et al. [33] could show change blindness to
occur in stereoscopic viewing conditions as encountered in modern
VR systems. By this, they paved the way for novel locomotion and
interaction techniques in VR [23, 24]. Many approaches to redirected
walking (RDW), for example, hide changes to the IVE by rotating
or translating the virtual scene below perceptual limits to steer
the user while walking [23] (applying so-called translation and
rotation gains). In this context, researchers have demonstrated that
saccade- [3, 35] and blink-induced change blindness [20, 22] can be
taken advantage of to introduce unnoticeable gains. Langbehn et
al. [20] found that the performance of RDW can be improved by
approximately 50% when leveraging blinks, as each blink allows
for unnoticeable translations of 4𝑐𝑚 − 9𝑐𝑚 and rotations of 2° − 5°.
Moreover, Nguyen and Kunz [22] found that the amount of unde-
tectable scene rotation when users are walking can be increased
from 2.4°when eyes are open to 9.1°when leveraging blinks to hide
rotations. Their results further showed that the utilization of blinks
can reduce the number of required resets while walking by 13%
and the required physical space for reset-free walking by 20% [22].

Besides RDW, also techniques related to the field of VR haptics
can profit from blinks and change blindness. Techniques such as
haptic retargeting [2, 6, 39, 41] and redirected touching [18, 24], for
example, are based on hand redirection (HR) and can exploit change
blindness to modify the location of the virtual hand (body warping),
environment (world warping), or both [2]. In this context, Zenner
et al. [41] recently proposed a first algorithm for blink-suppressed
hand redirection that leverages blink-induced change blindness
to improve redirected reaching in VR. The authors showed that
when displacing the virtual hand solely during blinks, the system
can unnoticeably redirect real hand movements without the need
for any hand shifting in front of the user’s opened eyes. Moreover,
their results suggest that techniques combining continuous hand
warping [40] with blink-suppressed shifts constitute a promising
avenue for future research on redirected reaching [41].

Compared to techniques that leverage saccades [3, 35], blink-
based solutions come with several advantages. They do not re-
quire high-performance eye trackers as blinks can be robustly
tracked with off-the-shelf hardware such as the HTC Vive Pro
Eye1 [20, 41]. Furthermore, blinks blind users for a longer time

1https://www.vive.com/us/product/vive-pro-eye/specs/

https://www.vive.com/us/product/vive-pro-eye/specs/
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than saccades [20, 38, 41], and thus grant more time for blink recog-
nition, for performing computations, and for making sure visual
changes are correctly displayed. Yet, a disadvantage compared to
saccades is that blink-based techniques only opportunistically ex-
ploit spontaneous blinks, which occur much less frequently than
saccades. In previous investigations, this aspect has been mostly
neglected and during user studies, users were asked to blink con-
sciously and frequently [20, 41]. This, however, is no approach of
practical use. Thus, to alleviate this problem, researchers formu-
lated the need for more control over users’ blinking behavior in
VR [20, 22, 41] – a call motivating our work in this paper.

2.2 The Physiology of Human Eye Blinks
Blinks are characterized by a rapid closure and re-opening of the
eyelid. During a blink, the pupil is occluded for approximately
100𝑚𝑠 −150𝑚𝑠 [38] and retinal illumination is drastically decreased.
Yet, although blinks effectively blind us for a brief moment, we
usually do not notice these visual interruptions. A reason for that
is visual suppression, a neural process linked to blinking that af-
fects specific parietal and prefrontal brain regions [4] and lasts for
approximately 100𝑚𝑠 − 200𝑚𝑠 [38]. Blinks serve multiple purposes,
such as the protection and lubrication of the cornea, and different
types of blinks exist:

(1) voluntary eye blinks [38]
(performed intentionally; e.g., during social interaction)

(2) involuntary eye blinks [13]
(performed unconsciously; usually unnoticed), such as:

(a) spontaneous eye blinks [13]
(no external stimulus; ca. 10 − 20 times per minute)

(b) reflex eye blinks [21]
(external stimulus)

Spontaneous blink rate can vary with the user’s activity and it
was found, for example, that blink frequency decreases when read-
ing [11] or using computer monitors [26], and to increase when
wearing an HMD (compared to computer monitors) [10].

While blink-based techniques so far only exploited voluntary
(type 1) and spontaneous blinks (type 2a), in this paper, we focus
specifically on reflexes (type 2b) to stimulate blinks on demand.
Reflex blinks are “rapidly occurring, protective closing[s] of the eye-
lids” [21] and lend themselves to system-controlled blink triggering
as Manning et al. found them to be accompanied by visual sup-
pression [21]. Reflex blinks have seen much attention in medical
and physiology research as they have, for example, been used for
measuring the integrity of neural pathways [32]. Yet, reflex blinks
have not been systematically considered in VR research. Several
well-known blink reflexes exist and are considered in this paper:

• the corneal reflex [13, 21]
(mechanical stimulation of free nerve endings in the cornea)

• the glabella reflex [28]
(mechanical stimulation of the glabella)

• the dazzle reflex [13, 28]
(bright light or flash)

• the menace reflex [13]
(object approaching fast and unexpectedly)

• the acoustic reflex [28, 36]
(loud sound)

• the electrical stimulation reflex [28] [not considered here]
(stimulation of the supraorbital nerve)

While the glabella reflex triggers a blink when the glabella, i.e., the
skin between the eye brows above the nose, is tapped by an external
object, the corneal reflex is provoked when a foreign object touches
the cornea. It is noteworthy that the corneal reflex is sensitive even
to very light stimulation, such as a puff of air [9, 21], and that it
evokes a blink in both eyes even if only one eye is stimulated [21].
Moreover, very short flashes of bright light of only 200µs can suffice
to trigger the dazzle reflex [28]. In contrast, the acoustic reflex
usually requires very loud sounds (e.g., clicks) of 105 − 110𝑑𝐵 for a
reliable blink response [36].

2.3 Triggering Eye Blinks
Methods for triggering reflex blinks have been employed in the
medical domain and for physiology research for decades [28]. Com-
mon approaches in these fields are tapping the glabella [28], the
application of airpuff stimuli to trigger the corneal reflex [21, 37],
the display of a bright flash of light [28], a loud sound [36], and
the electrical stimulation of the supraorbital nerve [37]. Yet, also
outside the medical domain research on triggering blinks exists.
Most relevant to our work are the investigations of Crnovrsanin
et al. [8] and Dementyev and Holz [9] who propose systems that
increase the average blink frequency to combat the computer vision
syndrome (CVS). Their aim is to alleviate symptoms like eyestrain
or dry eyes caused by the extensive use of computer screens.

For this, Crnovrsanin et al. [8] explored four software-based
methods to stimulate blinks in a desktop PC setting when the user
has not blinked in a while. The authors compared a flash effect
(turning the desktop screen white for 15𝑚𝑠), blurring the screen
(provoking a blink to clear the blur), and two methods to remind
users to blink again, namely flashing the border of the screen and
displaying a pop-up window. Their results found all four techniques
to successfully increase blink frequency, but also showed that there
is not a one-trigger-fits-all solution. Screen blurring was found to
work most effectively and received good user satisfaction ratings
while suffering from a rather long response time. In contrast, the
flash stimulus performed worst and was liked the least by users.

Complementing these results, Dementyev and Holz [9] inves-
tigated hardware-based blink triggers to alleviate CVS. Here, the
dazzle and corneal reflexes were stimulated through an LED (flash-
ing white for 15𝑚𝑠), light physical taps and an airpuff near the eye,
respectively. Stimulation hardware was integrated into the frame
of a pair of glasses. Their results suggest that all three methods can
increase blink frequency with the airpuff reaching “the best balance
between success rates and distraction” [9]. The authors further rec-
ommend to use airpuffs “next to the eye, [of] high intensity (24 V),
and short duration (75 ms)” and highlight the need for investigating
blink trigger methods for augmented and virtual reality.

While these previous works provide valuable starting points for
our investigation, it remains unclear to what extent their results and
methods generalize to immersive VR where the screen of an HMD
can be used directly to convey stimuli inside an IVE. Moreover,
a central difference to our work is that previous investigations
focused on a less time-critical scenario in which the main goal was
to increase the average blink frequency over time to combat CVS.
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In order to support change blindness-based techniques like RDW
or HR, however, methods are required that can trigger individual
blinks on demand and within short time windows.

3 BLINK TRIGGERS FOR VIRTUAL REALITY
To find suitable blink trigger methods for VR, we start by outlining
a set of requirements. Next, we introduce six trigger concepts based
on different blink reflexes alongside their VR implementation. Fi-
nally, we compare the most promising methods in a user study and
derive recommendations for researchers and practitioners.

3.1 Requirements
While various applications that take advantage of human eye blinks
in VR can be imagined, two prominent VR techniques have been
shown to successfully leverage blinks in the past: redirectedwalking
(RDW) [20, 22] and blink-suppressed hand redirection (BSHR) [39,
41]. To derive a set of meaningful requirements for the techniques
investigated in this paper, we compared these domains, which both
received attention by the HCI research community recently [20, 39,
41], and decided to tailor our trigger methods and the investigated
scenario to the representative use case of BSHR, specifically, haptic
retargeting [2, 6, 39]. Our decision is based on the observation
that BSHR implies very stringent requirements for the triggers,
especially in terms of time. Thus, if a trigger works well for the
scenario of reaching, we expect it to work well also in scenarios
with relaxed requirements, such as for RDW or other blink-based
techniques.

Based on this chosen scenario [1, 2, 6, 14, 40, 41] we argue that
successful blink triggers should be able to trigger a blink before
the user’s hand reaches an object in a desktop-scale distance and
formulate four corresponding requirements for VR blink triggers:

(1) effectiveness
In contrast to methods that only remind users to blink volun-
tarily (e.g., as investigated by Crnovrsanin et al. [8]), effective
VR blink triggers should trigger an automatic reflex that elic-
its a blink without conscious involvement of the user.

(2) efficiency
As reaching for an object in a desktop-scale distance even
when being redirected rarely takes more than 2𝑠 [14], suc-
cessful VR blink triggers should be efficient when triggering
blinks, i.e., elicit eye lid closing as quickly as possible. To

measure this aspect, we require a low response time (i.e., time
from trigger activation to blink occurrence).

(3) reliability
Since some blink-based techniques, e.g., for redirection, only
yield correct results if the user blinks within a specific time
window, e.g., during reaching [41], successful triggers should
work reliably, i.e., each trigger activation should have high
chances of eliciting a blink in time. To measure this aspect,
we require a high response rate (i.e., percentage of trigger
activations that resulted in a blink within the time window
of interest – here: within the avg. reaching time during the
experiment and common reaching times of 1𝑠 and 2𝑠 [14]).

(4) unobtrusiveness
Successful triggers should work unobtrusively, i.e., be them-
selves as unnoticeable and comfortable as possible.

3.2 Blink Trigger Methods
In the following, we present six different blink trigger methods and
describe how they can be realized in VR systems. Conceptually,
we found three different trigger categories to lend themselves for
the use in VR, namely those based on (1) visual, (2) auditory, and
(3) mechanical stimuli – all targeting different blink reflexes. The im-
plementation of all three categories is facilitated by modern HMDs
as they (1) provide screens in front of the user’s eyes that fill large
portions of the field of view, (2) have integrated headphones, and (3)
provide a platform to mount blink trigger hardware. Additionally,
more and more commercial HMDs (such as the HTC Vive Pro Eye)
feature build-in eye tracking that allows for blink detection. Thus,
using the HMD as the trigger platform, we iteratively developed
the following trigger concepts and prototypes:

3.2.1 Visual Stimuli. Inspired by the work of Crnovrsanin et al. [8]
and Dementyev and Holz [9], we transferred the established ap-
proaches of the visual Flash and Blur triggers to immersive VR.
Additionally, we developed a novel visual trigger, which is, to the
best of our knowledge, the first to target the menace reflex.

Flash Trigger. The Flash trigger is based on the dazzle reflex,
which is one of the best known reflexes that cause blinking. The
reflex is triggered by a sudden bright light directed at the eye and
occurs, for example, when looking at the sun or a flashlight. With
VR HMDs providing displays right in front of the eyes, we investi-
gate whether the Flash trigger can be realized without attaching
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additional hardware to the HMD. For this, we realized a software-
based Flash trigger by programming the display to suddenly light
up and brightly illuminate the eyes.

Figure 2 illustrates the concept. After testing different colors
and durations, and opting for a brief but powerful Flash as used in
related work [8, 9, 28], we decided to use a short white stimulus.
Since the max. brightness is constrained by the display inside the
HMD, white was chosen to maximize retinal illumination. At the
same time, the duration of the Flash is constrained by the refresh
rate of the device and the frame rate of the VR system, which led us
to display the Flash stimulus for one single frame (ca. 11𝑚𝑠 at 90 fps,
approximating the 15𝑚𝑠 stimuli employed by related work [8, 9]).

Blur Trigger. The Blur trigger is designed to simulate a symptom
of CVS in order to stimulate a blink. Specifically, this software-
based trigger simulates a view through dry eyes by blurring the
user’s virtual camera. By this, the Blur trigger evokes the need
to blink in order to regain clear vision. To realize the trigger, our
implementation adds a Gaussian blur2 to the rendered image before
it is displayed in the HMD. Tominimize obtrusion, the blur intensity
builds up gradually and is removed when the user blinks.

Figure 2 shows the concept. Parameters of the trigger are themax.
blur intensity and the ramp-up duration. Informal testing led us to
configure our implementation as denoted in Table 1, resulting in
parameters that we found to trade off blink incentive and obtrusion
well while not causing motion sickness.

Approaching Object Trigger. Our third visual trigger is, to the best
of our knowledge, a novel concept and the first to take advantage
of the menace reflex for triggering blinks in the HCI context. The
Approaching Object trigger works by rendering a virtual object
that rapidly moves towards the user’s eyes. By this, we trigger a
protective closing of the eye lids, i.e., a menace reflex blink. The
illusion of an object flying towards the user is facilitated by the
depth perception enabled through stereoscopic HMDs. Depending
on the stimulus, however, the menace reflex can cause not only a
reflex blink, but also body movement or startle the user. As such
side effects are not desired, we carefully considered parameters like
object shape, color, size, trajectory, and speed to optimize for blink
triggering while minimizing obtrusion.

After extensive informal testing, our final implementation of the
Approaching Object trigger spawned a black virtual sphere (diameter

2blur shader based on https://www.ronja-tutorials.com/post/023-postprocessing-blur/

5𝑐𝑚) at a distance of 3𝑚 and 50𝑐𝑚 below the HMD in front of the
user. A script subsequently translated the sphere within 300𝑚𝑠 in
camera space towards the user, following head rotations to keep the
object in sight. A shader ensured the sphere to be always rendered
on top of other scene geometry. Figure 2 illustrates the trigger.

3.2.2 Auditory Stimuli. Besides visual stimuli, our review of the
physiology of human eye blinks has shown that also acoustic feed-
back can cause blinking. Thus, we also considered a Sound trigger.

Sound Trigger. The Sound trigger aims at stimulating the acoustic
reflex and is implemented straightforwardly by playing a brief
sound via the HMD’s integrated headphones. Parameters of the
Sound trigger are the sound itself, the volume and the duration of
the playback. We observed only very high volumes to reliably elicit
blinks in line with the literature [9, 36].

3.2.3 Mechanical Stimuli. Apart from software-based stimuli that
leverage existing hardware build into HMDs, we also considered
two mechanical triggers, which both require hardware add-ons.

Glabella Trigger. The Glabella trigger evokes a blink by trigger-
ing the glabella reflex, i.e., by mechanically stimulating the skin
above the nose between the eyebrows. With HMD face cushions
covering this part of the user’s face, space to integrate additional
hardware for the glabella reflex is limited. Thus, due to its slim
form factor, we decided to integrate a vibration motor into the
cushion of the HMD (Seeed Studio Mini Vibration Motor with an
Adafruit DRV2605L Haptic Motor Controller, controlled by a We-
mos D1 Mini). The vibration pattern (i.e., intensity and duration)
represents the central parameter of the Glabella trigger. To find a
suitable pattern we experimented with the 123 different vibration
patterns provided by the manufacturer’s library (available online3).
Moreover, in order to find a reliable yet comfortable configuration,
we tested 3 different positions for the vibration motor: at, above,
and below eyebrow height, centrally above the nose. We found
vibrations with high intensity and long duration at or below eye-
brow height to be the most reliable among the tested configurations.
However, even with these configurations, we observed only an un-
reliable performance of the trigger. Figure 3 depicts the concept
and prototype.

3https://github.com/adafruit/Adafruit_DRV2605_Library/blob/master/examples/
basic/basic.ino

https://www.ronja-tutorials.com/post/023-postprocessing-blur/
https://github.com/adafruit/Adafruit_DRV2605_Library/blob/master/examples/basic/basic.ino
https://github.com/adafruit/Adafruit_DRV2605_Library/blob/master/examples/basic/basic.ino
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Airpuff Trigger. The Airpuff trigger aims to take advantage of
the corneal reflex, i.e., the protective closing of the eye lids evoked
when a foreign object or a blast of air is touching the cornea. The
corneal reflex is an established method for triggering blinks in
the medical domain [21] and showed promising results when inte-
grated into regular glasses [9]. Thus, we transferred the concept to
VR and integrated a small air blowing mechanism into the inner
compartment of the HMD next to the lenses.

Figure 3 depicts the final prototype. We employed the same
piezoelectric microblower as Dementyev and Holz [9] (Murata
MZB1001T02). Due to the constrained space inside the HMD, we
moved all remaining electronics outside the compartment. Param-
eters of the Airpuff trigger are the intensity and the duration of
the airpuff, as well as its direction. In order to elicit a blink without
irritating the eye too much, we mounted the blower on a plasticine
socket, which allowed us to calibrate the direction of the air stream
individually for each user. The blower was configured to pump a
short (300𝑚𝑠) burst of air next to the left eye at high intensity (20𝑉 ),
following the recommendations of previous work [9].

4 EVALUATION
We conducted a user study to compare the proposed VR blink
triggers with regard to the derived requirements. To invest the time
and effort of our participants only in evaluating the most promising
triggers, we sorted out methods that did not reach a satisfactory
performance in informal pre-testing with our team. Here, we found
the Sound trigger to require very loud sounds to reliably trigger
blinking (in line with previous work [9, 36]). Since these loud stimuli
were consistently perceived as startling and annoying, and could
also be heard by bystanders, we found the Sound trigger to not meet
the minimum requirements in terms of unobtrusiveness and decided
to not further investigate it. In addition, the best parametrization
we could find for the Glabella trigger only sporadically triggered a
blink. Thus, the Glabella trigger performed too poorly with regard
to the reliability requirement to be further investigated.

Consequently, we compared the performance of the Flash, Blur ,
Approaching Object, and Airpuff triggers in our user study against
a Baseline condition in which no trigger was applied, i.e., natural
blinking. The source code of these four triggers is available in an

open-source repository on GitHub4. We designed the study task
to resemble the use case of hand redirection, i.e., triggering blinks
while reaching for an object. To this end, we immersed users in a
representative scenario, namely, a simple color-remembering game.
During this game, we applied the blink triggers when users reached
for a virtual target in a desktop-scale distance. As such, our sce-
nario implied the same strict timing constraints to the blink triggers
as found, for example, in applications employing BSHR for hap-
tic retargeting. Yet, since the proposed triggers can be applied in
arbitrary use cases (i.e., not only for redirected reaching), and to
contribute generalizable results, our evaluation focused on the per-
formance of the blink triggers only and did not involve redirection.
By this, our results allow us to draw conclusions about the triggers
themselves and their value for VR applications independent from
the combination with a specific hand redirection algorithm.

4.1 Hypotheses
Based on previous work and our observations during informal
testing, we hypothesized the following:

• H-Effectiveness
Each trigger is effective in triggering blinks, i.e., yields a
shorter average blink response time than Baseline.

• H-Efficiency
Triggers differ in their efficiency, i.e., their average blink
response time. We expect the following order:
(fast) Airpuff < Flash < Approaching Object < Blur (slow)

4https://github.com/AndreZenner/VR-blink-triggers

Table 1: Classification and parameters of the four VR blink
triggers compared in the user study.

Type Stimulus Reflex Trigger Parameter Our Settings

software visual

dazzle Flash color white
duration 1 frame (ca. 11𝑚𝑠)

(blur) Blur intensity 0.0065 (blur size)
duration 300𝑚𝑠

menace Approaching
Object

object sphere (black, 5𝑐𝑚)
distance 3𝑚 in front & 50𝑐𝑚 below
duration 300𝑚𝑠

hardware mechanical corneal Airpuff
location next to the eye
intensity high (20𝑉 )
duration short (300𝑚𝑠)

https://github.com/AndreZenner/VR-blink-triggers
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• H-Reliability
Each trigger is reliable in triggering blinks within common
desktop-scale reaching times, i.e., yields a higher average
response rate than Baseline.

• H-Unobtrusiveness-Unnoticeability
Regarding unobtrusiveness, triggers differ in terms of notice-
ability, i.e., the probability of users noticing the trigger. We
expect Blur to be less noticeable than all other triggers.

• H-Unobtrusiveness-Distraction
Regarding unobtrusiveness, triggers differ in distraction. We
expect the following order:
(least) Blur < Airpuff < Flash < Approaching Object (most)

• H-Unobtrusiveness-Reduced-Performance
Regarding unobtrusiveness, triggers will negatively impact
task performance, i.e., yield lower game scores than Baseline.

4.2 Participants
𝑁 = 18 (7𝑓 , 11𝑚; median age 25, min. 18, max. 40) participants
recruited from the local campus volunteered to take part in the
experiment. All participants were right-handed and 13 have a back-
ground in computer science and related fields. We only recruited
participants that based on a self-report (1) did not have visual im-
pairments (e.g., color blindness) to ensure that they could play the
color game, and (2) could see well without glasses or contacts to
ensure that the Airpuff stimulus could operate as planned. Our
participants covered a wide range of VR experiences, with 4 partici-
pants never having experienced VR before, 4 having used VR once,
4 once in a while, 5 regularly, and 1 using VR on a daily basis.

4.3 Apparatus
The study took place in a quiet lab room at our institution. Partic-
ipants remained seated throughout the experiment and wore an
HTC Vive Pro Eye HMD with integrated eye trackers. In order to
interact with the game, participants used the HTC Vive controllers.

The study and software-based blink triggers were implemented
with the Unity game engine5 (v2020.3.6f1), the Unity Experiment
Framework (UXF)6 [5], and the VRQuestionnaireToolkit7 [12] on a
Windows 10 system with an Nvidia GTX 1070 graphics card. The
SRanipal SDK8 (v1.1.0.1) was used for eye tracking and queried
for data on eye openness. To detect blinks, the SDK’s recognized
pupil diameter value (in [0, 1]) was monitored and checked against
a threshold value of 0.5 (determined during previous testing). The
hardware-based Airpuff trigger was controlled by a Wemos D1
Mini using serial communication with the Unity application.

4.4 Procedure
The study started with the experimenter introducing the color re-
membering game and the participant providing informed consent
to participate. To prevent bias, we did not reveal that the experi-
ment was studying blink triggers. Instead, we told participants that
the goal of the study was to investigate how different visual and

5https://unity.com/
6https://github.com/immersivecognition/unity-experiment-framework
7https://github.com/MartinFk/VRQuestionnaireToolkit
8https://developer.vive.com/resources/vive-sense/eye-and-facial-tracking-sdk/

physical stimuli affect users immersed in VR. The study was ap-
proved by the Ethical Review Board of the Faculty of Mathematics
and Computer Science at Saarland University.

Before starting the experimental trials, the eye tracking and the
Airpuff inside the HMD were calibrated for each participant. The
headphones of the HMD played white noise during the study to
make sure participants could not hear the Airpuff device. After
calibration, participants put on the HMD. Once immersed inside
the IVE (shown in Figure 4), each participant performed 5 practice
trials without a trigger before starting the actual experiment.

During the experiment, each participant played the game con-
tinuously until 140 trials were completed. In each of these trials,
participants had to remember the color of four cubes shown at a
distance of 70𝑐𝑚 in front of them. At the start of a trial, the cubes
were presented with randomized colors (red, green, blue, and yel-
low), and the participants had 2𝑠 to memorize the corresponding
colors. After 2𝑠 , all four cubes turned gray and one of the four colors
(random) was displayed on a start sphere that appeared 30𝑐𝑚 in
front of the participants. To win the game, participants had to reach
forward to the start sphere, remember which of the four cubes had
the same color during the 2𝑠-memorization phase at the beginning
of the trial, and touch that cube. Once the user’s hand progressed
30% along the way towards the cubes, the blink trigger associated
with this trial was activated. This trigger point was chosen based
on (1) informal pilot tests with all trigger types, and (2) the consid-
eration of leaving some time for reach target prediction as often
encountered in redirection scenarios [7]. Blinks were monitored
using eye tracking and automatically logged. A trial was completed
when the hand reached one of the cubes. After completing a trial, a
prompt in VR asked participants “Did you notice any visual or phys-
ical stimulus?” and participants could answer either with “yes” or
“no”. A follow-up question asked “How much did you feel distracted
by a stimulus?” and participants could provide their rating on a
scale from 1 = not at all to 5 = very.

Once all 140 trials were completed, participants filled out the
SUS presence questionnaire [31], the Simulator Sickness Question-
naire (SSQ) [17], and the NASA TLX Questionnaire [16] in VR, and
completed an analogue demographic questionnaire. The session
ended with a verbal debriefing during which the true cause of the
study was revealed and participants could leave written comments.

4.5 Design
The study has a within-subjects design with the independent vari-
able being the blink trigger method (Flash, Blur , Approaching Object,
Airpuff , or Baseline). Each participant performed a total of 140 trials.
Each of the four proposed triggers (Flash, Blur , Approaching Object,
and Airpuff ) was activated 12 times for a total of 48 randomly-
chosen trials, and during the remaining 92 trials, no blink trigger
was activated (Baseline). The randomization ensured the trigger
application to be entirely unpredictable.

We measured five dependent variables to capture the perfor-
mance of the triggers:

(1) blink response time (measured by eye tracking)
i.e., time from trigger activation to blink occurrence

https://unity.com/
https://github.com/immersivecognition/unity-experiment-framework
https://github.com/MartinFk/VRQuestionnaireToolkit
https://developer.vive.com/resources/vive-sense/eye-and-facial-tracking-sdk/
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Figure 5: Box plots of blink response time (left) and trigger distraction (right). Brackets indicate statistically significant
differences (𝑝 ′ < .05 (*); 𝑝 ′ < .01 (**)).

(2) blink response rate (measured by eye tracking)
i.e., percentage of trigger activations that resulted in a blink
within {avg. reaching time during the experiment, 1𝑠 , 2𝑠}

(3) noticeability (self-reported; binary choice)
(4) distraction (self-reported; 1-to-5 scale)
(5) game performance (measured by game logic)

i.e., percentage of correctly selected cubes

4.6 Results
Before analyzing the results of the experiment, we cleaned the
gathered data by scanning for cases in which no blink was logged
in between two consecutive trigger activations/trials. This rare edge
case could occur when a blink was not correctly detected by the
eye tracking system and rendered 2.78% of the trials invalid (70
out of 2520). These trials were removed from the data set, leaving
a total of 2450 valid trials for the statistical analysis. On this data,
we performed Friedman tests with Bonferroni-corrected Wilcoxon
signed-rank post-hoc tests to spot significant differences in the
performance of the triggers for each dependent measure (applying
a sig. level of 𝛼 = 0.05).

4.6.1 Blink Response Time. Figure 5 (left) shows the blink response
times of the four triggers and the Baseline. A Friedman test revealed
the response time to differ significantly across conditions (𝑑 𝑓 = 4,
𝑄 = 39.96, 𝑝 < .001). Pairwise post-hoc tests showed the response
time of Flash, Approaching Object, and Airpuff to be significantly
shorter than the Baseline (𝑀 = 2.74𝑠 , 𝑆𝐷 = 1.49𝑠) (all 𝑝 ′ < .01 and
𝑟 ≥ .65). Approaching Object resulted in fastest response times
(𝑀 = 0.67𝑠 , 𝑆𝐷 = 0.58𝑠) with the difference to Flash (𝑀 = 1.56𝑠 ,
𝑆𝐷 = 0.68𝑠) and Blur (𝑀 = 2.25𝑠 , 𝑆𝐷 = 1.30𝑠) being found to be
statistically significant (both 𝑝 ′ < .01 and 𝑟 ≥ .60). Moreover, the
Airpuff (𝑀 = 1.23𝑠 , 𝑆𝐷 = 1.08𝑠) triggered blinks significantly faster
than the Blur trigger.

4.6.2 Blink Response Rate. Figure 6 depicts the blink response
rates of the four triggers and the Baseline for three representative
time windows. Each window represents a common desktop-scale
reaching time (left plot: avg. reaching time of 0.68𝑠 found in this
experiment; center & right plots: common reaching times of 1𝑠
and 2𝑠 [14], respectively). Friedman tests revealed the blink re-
sponse rates of the different conditions to differ significantly for
all three representative time windows (all 𝑝 < .001) and the plots
indicate the results of the pairwise post-hoc tests. Within 0.68𝑠

after trigger activation, we found the Approaching Object trigger
(𝑀 = 79%, 𝑆𝐷 = 36%) and the Airpuff (𝑀 = 39%, 𝑆𝐷 = 40%) to yield
the highest probabilities for eliciting a blink, while Flash (𝑀 = 6%,
𝑆𝐷 = 12%) and Blur (𝑀 = 0%, 𝑆𝐷 = 2%) only sporadically elicited a
blink in time. When considering a time window of 2𝑠 , these proba-
bilities increase to𝑀 = 94% (𝑆𝐷 = 16%) for Approaching Object, to
𝑀 = 85% (𝑆𝐷 = 20%) for Airpuff , to𝑀 = 83% (𝑆𝐷 = 24%) for Flash,
and to𝑀 = 66% (𝑆𝐷 = 26%) for the Blur trigger.

4.6.3 Distraction. Figure 5 (right) plots how much participants
were distracted by the four triggers, as well as the distraction per-
ceived when no trigger was employed in our control condition
Baseline. A Friedman test indicated distraction to differ signifi-
cantly across the conditions (𝑑 𝑓 = 4, 𝑄 = 50.33, 𝑝 < .001). Brackets
in Figure 5 show the results of the pairwise post-hoc tests. On a
1-to-5 scale, the Approaching Object trigger (𝑀 = 3.57, 𝑆𝐷 = 1.08)
was found to be significantly more distracting than every other
condition (all 𝑝 ′ ≤ .02 and 𝑟 ≥ .51). Differences among the remain-
ing triggers Flash (𝑀 = 2.57, 𝑆𝐷 = 0.74), Blur (𝑀 = 2.83, 𝑆𝐷 = 1.02),
and Airpuff (𝑀 = 2.33, 𝑆𝐷 = 0.74) were not statistically significant.

4.6.4 Noticeability. The results on noticeability show that the Blur
trigger was least noticeable with an average probability of being
noticed of𝑀 = 89% (𝑆𝐷 = 25%). All other triggers showed a notice-
ability of ≥ 99% and the difference to the noticeability of the Blur
trigger was not found to be significant (all 𝑝 ′ ≥ .27). As expected,
the probability of users reporting to have noticed a stimulus in the
control condition Baseline was negligible (𝑀 = 1%, 𝑆𝐷 = 1%).

4.6.5 Game Performance. The results on the number of correctly
selected cubes in the color remembering game did not show an
impact of the triggers on game performance. The percentage-correct
was ≥ 94% for all triggers, and 𝑀 = 95% (𝑆𝐷 = 7%) in the control
condition Baseline. Minor differences between the conditions were
not found to be statistically significant.

4.6.6 Post-Experiment Questionnaires. The SUS Count (𝑀 = 1.83,
𝑆𝐷 = 1.98) and SUS Mean (𝑀 = 4.06, 𝑆𝐷 = 1.47) showed that the
IVE was generally immersive and the SSQ total score (𝑀 = 34.91,
𝑆𝐷 = 28.74) verified that there were no sickness issues. The NASA
TLX indicated the task to result in a medium workload (mental
demand at𝑀 = 55.56 (𝑆𝐷 = 24.67), temporal demand at𝑀 = 37.22
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Figure 6: Box plots of the blink response rate for reaching times of 0.68𝑠 (avg. reaching time in our experiment), 1𝑠, and 2𝑠
(common desktop-scale reaching times [14]). Brackets indicate statistically significant differences (𝑝 ′ < .05 (*); 𝑝 ′ < .01 (**)).

(𝑆𝐷 = 25.97), effort at 𝑀 = 57.22 (𝑆𝐷 = 23.09)) that could be han-
dled well by the participants (overall performance subscore at
𝑀 = 82.22 (𝑆𝐷 = 10.88), all other subscores with𝑀 ≤ 18.89).

5 DISCUSSION
To increase the control over users’ blinking behavior in VR, we
implemented six different blink trigger methods tailored specifi-
cally to VR. To find out which method suits best for decreasing
the dependency of blink-based techniques like RDW and HR on
spontaneous and voluntary blinks, we evaluated the performance
of the four most promising triggers in a user study. The results
reveal the pros and cons of the different methods.

5.1 Effectiveness & Efficiency
We could show H-Effectiveness for the Flash, Approaching Object,
and Airpuff triggers and found all three to successfully induce
blinks on demand. In contrast to that, the Blur trigger did not result
in response times significantly different from the control condition.

Comparing the four triggers among each other, we found the
Airpuff (corneal stimulus) to result in slightly faster blink responses
than the Flash (dazzle stimulus), although the difference was not sig-
nificant, and found the Blur (simulation of dry eyes) to elicit blinks
the slowest as expected, with the difference to the Approaching
Object and Airpuff being significant. The results of the Approach-
ing Object trigger, however, were surprising to us. This method,
which is unique to VR as it triggers the menace reflex leveraging
the immersive capabilities of stereoscopic HMDs, resulted in the
shortest response times of all triggers and showed only small vari-
ation across participants. This indicates the menace reflex to be
effective and efficient, and hence highly interesting for triggering
blinks in VR. Thus, overall, we found H-Efficiency to be generally
supported by our data (but not all of the between-trigger differences
were statistically significant) and found a slightly different order
than expected, namely:
(𝑀 = 0.67𝑠) Approaching Object <Airpuff < Flash < Blur (𝑀 = 2.25𝑠)

5.2 Reliability for Redirected Reaching
While all tested triggers showed blink response times compati-
ble with RDW, only some triggers were found to be reliable for
HR. Redirected reaching imposes stringent timing requirements
on the blink trigger technique as a blink is required before the
user’s hand reaches its target, i.e., blink responses need to occur

within common desktop-scale reaching times. Our experiment re-
sulted in fast reaching motions and short average reaching times
of only 𝑀 = 0.68𝑠 (𝑆𝐷 = 0.49𝑠), but also time windows of up to
2𝑠 are commonly encountered in related studies [14]. Consider-
ing these requirements, we can show H-Reliability and make a
recommendation for reaching-related use cases only for:

• Approaching Object andAirpuff within 0.68𝑠 and 1𝑠 windows
• Approaching Object, Airpuff , and Flash within a 2𝑠 window

5.3 Noticeability, Distraction, & Game Score
Our initial aim was to develop blink triggers for VR that can go
entirely unnoticed. During preparatory testing and parameter opti-
mization, however, we found all reliable trigger configurations to
result in stimuli that were noticeable by our team. Yet, it was unclear
how unprimed participants naïve to the workings of the triggers
would perceive the stimuli. At the time of the user study then, we
only expected the triggers to differ in their noticeability (but we did
not expect the triggers to go entirely unnoticed) and hypothesized
the rather subtle Blur stimulus to be least noticeable. The results of
our study finally revealed that, in line with our expectations, the
Blur trigger was noticed the least. However, our general finding is
that each tested trigger is easily noticeable and our statistical tests
did not show support for H-Unobtrusiveness-Unnoticeability.
Anecdotally, however, it remains interesting and motivating that
one participant did not notice the Blur trigger in any trial.

Based on these results we conclude that effectively and efficiently
triggering blinks in VR is possible, even during time-critical interac-
tions like reaching. Yet, we also conclude that the presented trigger
stimuli will very likely be noticed by users. Hence, it is critical to
consider how these stimuli are perceived. To this end, our results
show support for H-Unobtrusiveness-Distraction, i.e., triggers
differ in comfort. Yet, in contrast to our expectations, we found the
following relationship between triggers in terms of distraction (on
a 1-to-5 scale):
(𝑀 = 2.33) Airpuff < Flash < Blur < Approaching Object (𝑀 = 3.57)
Analyzing the statistical results, we conclude that the Approaching
Object trigger was perceived as most distracting with a medium
to high obtrusion. Yet, our observations during the experiment
further back our parameter tuning as only 1 participant (female,
age 33, using VR once in a while) showed slight signs of a startle
reaction, i.e., winced slightly. This reaction, however, only occurred
for the Approaching Object trigger and did not result in any threat
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Figure 7: Decision tree for choosing a VR blink trigger.

of falling over, since participants were seated during the experi-
ment. All other triggers were experienced without any participant
showing observable signs of being startled and were perceived
as significantly less obtrusive with a low to medium distraction
as summarized in Figure 5 (right). When explaining the details
of each trigger in the verbal debriefing after the experiment, no
participant commented negatively about the triggers or expressed
unwillingness to use the tested triggers – instead, many users were
enthusiastic about the approaches. These results are in line with our
finding that the experienced distraction from the triggers did not
affect task performance, which remained high across conditions,
and H-Unobtrusiveness-Reduced-Performance was not sup-
ported – highlighting the potential of blink triggers for productive
VR systems despite their distraction. Future studies will be required
to investigate how well this finding generalizes to more complex
tasks and interactions.

5.4 When to Choose Which Trigger?
We condense our findings in a set of recommendations for trig-
gering eye blinks in VR. To help researchers and practitioners in
choosing suitable trigger methods, we derived a decision tree shown
in Figure 7 from the results of our comparative study. According to
our findings, we distinguish the following main cases:

5.4.1 Airpuff Scenarios. In use cases where fast blink responses are
required and distraction is of concern, and the usage of a hardware-
based solution for triggering blinks is an option, we recommend
the Airpuff trigger. The Airpuff trigger was found to be the best
compromise between trigger performance and comfort. It showed
the second-best effectiveness and reliability, while being subtle and
the least distracting trigger in our selection. Its main drawback,
however, is that it requires to augment existing HMDs with addi-
tional hardware and a per-user calibration of the airpuff to account
for different head sizes and geometries.

5.4.2 Flash Scenarios. In use cases where fast blink responses are
required and distraction is of concern, but a hardware-based solu-
tion is not an option, we recommend the Flash trigger. The Flash
trigger showed a triggering performance similar to the Airpuff and
was also found to result in similar distraction. The drawback of
the Flash trigger, however, is that with the settings tested in this
study, the trigger might not always elicit blinks quickly enough for
fast reaching-based scenarios like HR. A better performance might
potentially be achieved by employing brighter displays inside the
HMD to increase retinal illumination.

5.4.3 Approaching Object Scenarios. When fast blink responses
are required but distraction is not of concern, we recommend the
Approaching Object trigger. The Approaching Object trigger showed
the best blink triggering performance in our study, proved to be
very reliable even for reaching-based scenarios with strict time con-
straints, and is entirely software-based. Its main drawback, however,
is that it startled some users and resulted in the highest distraction
ratings of all tested triggers. To improve this, it seems advisable to
adapt the trigger to the logic and aesthetics of the IVE. This might
potentially make the stimulus appear more plausible and reduce
perceived distraction. Instead of using a black sphere flying towards
the user, for example, a simulation or game could show a virtual
bee fly towards the user on a curvy trajectory, accompanied by
buzzing sounds, or show a virtual raindrop fall into the user’s face.

5.4.4 Blur Scenarios. Based on its performance in the comparative
study, we would generally not recommend to use the tested con-
figuration of the Blur trigger as it introduced distraction while not
significantly beating the Baseline. Yet, one observation might justify
the usage of the Blur trigger in scenarios where fast blink responses
are not required and distraction is not of concern: The Blur trig-
ger was the only trigger that was entirely unnoticeable for one of
our participants. Based on this observation, further research seems
worthwhile to investigate if configurations of the Blur trigger exist
that can reliably go unnoticed for a greater population while still
being capable of triggering blinking. If such configurations were
found, the full potential of the Blur concept could be leveraged,
potentially leading to a truly unobtrusive triggering technique.

5.5 Limitations & Future Work
Our results show that it is hardly possible to make blink triggers go
unnoticed. Thus, when integrating them into VR applications, the
goal should be to use stimuli that are perceived as comfortable. To
this end, future studies should explore if tailoring the stimuli to the
setting and aesthetics of the IVE can reduce distraction. In addition
to that, the presented triggers can be further studied and evolved:

Our Flash trigger, for example, could be compared to an im-
plementation with different flash patterns, brighter displays, or
additional hardware (e.g., LEDs) build into the HMD [9]. Concern-
ing the Blur trigger, we motivate future studies to explore when
to best trigger the gradual blurring, how the stimulus needs to be
configured to go unnoticed, and to study if such configurations can
suffice to trigger blinks. Future research onmenace reflex-based trig-
gers could try to reduce distraction by rendering the Approaching
Object only every other frame, or only on one eye [19]. In addition,
to improve the Airpuff trigger, advanced implementations could
capitalize on eye tracking cameras inside the HMD and actuate the
blower nozzle to aim next to the eye for automated calibration.

Regarding the methods we sorted out for this study, we still
encourage future projects to consider the acoustic reflex. Sound
triggers might be suitable for VR applications in which loud sounds
are expected (e.g., explosions in an action game). Moreover, despite
the unreliable performance of the vibrotactile feedback, we recom-
mend studying future implementations of the Glabella trigger that
are based on tapping [28] to see if the reliability can be improved.
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In addition to the triggers studied in this paper, further ideas
remain to be explored, such as triggers based on EMS or tempera-
ture. Furthermore, we recommend to explore the combination of
different triggers. By this, the intensity of individual stimuli could
potentially be reduced while the overall effectiveness be improved.

Finally, taking into account how redirection techniques work,
future research should also explore if the trigger stimuli themselves
cause change blindness. If so, they would provide an additional
opportunity for virtual manipulation, e.g., during the Flash or when
the Approaching Object occludes the view of the virtual scene. An
additional avenue for future work is to study habituation effects
with regard to the blink triggers [28], and ultimately, future work
should investigate systems that use redirection techniques in combi-
nationwith blink triggers to shed light on howwell both approaches
integrate in practice.

6 CONCLUSION
Motivated by techniques that take advantage of human eye blinks
to redirect users in VR [20, 41], we studied how the control over
users’ blinking behavior in VR can be improved. For this, we in-
vestigated six different methods to trigger eye blinks in VR, each
based on a different blink reflex. After implementing the soft- and
hardware-based triggers, we evaluated the four most promising ap-
proaches in an empirical user study and formulated (i) effectiveness,
(ii) efficiency, (iii) reliability, and (iv) unobtrusiveness as central re-
quirements for successful triggers. To derive recommendations, our
experiment assessed the performance of a Flash, Blur , Approaching
Object, and Airpuff trigger in a scenario inspired by the use case of
redirected reaching [41].

Our results verified that triggering blinks in VR is possible. At
the same time, we conclude that our triggers are very likely to
be noticed by users and generally perceived as distracting – with
different triggering techniques leading to different levels of distrac-
tion. We found the triggers based on the dazzle (Flash), menace
(Approaching Object), and corneal (Airpuff ) reflexes to perform best
in terms of triggering performance and further revealed differences
in the triggers’ reliability in time-critical scenarios. Finally, we con-
densed our findings in a set of recommendations and contributed a
decision tree to support researchers and practitioners in choosing
suitable blink triggers for their VR applications.

ACKNOWLEDGMENTS
The authors are grateful to Cihan Biyikli for his support in physical
and electronic prototyping, and thank all participants of the study.
This research was funded by the Deutsche Forschungsgemeinschaft
(DFG, German Research Foundation) – project number 450247716.

REFERENCES
[1] Parastoo Abtahi and Sean Follmer. 2018. Visuo-Haptic Illusions for Improving the

Perceived Performance of Shape Displays. In Proceedings of the ACM Conference
on Human Factors in Computing Systems (CHI’18). ACM, New York, NY, USA,
1–13. https://doi.org/10.1145/3173574.3173724

[2] Mahdi Azmandian, Mark Hancock, Hrvoje Benko, Eyal Ofek, and Andrew D.
Wilson. 2016. Haptic Retargeting: Dynamic Repurposing of Passive Haptics for
Enhanced Virtual Reality Experiences. In Proceedings of the ACM Conference
on Human Factors in Computing Systems (CHI’16). ACM, New York, NY, USA,
1968–1979. https://doi.org/10.1145/2858036.2858226

[3] Benjamin Bolte and Markus Lappe. 2015. Subliminal Reorientation and Reposi-
tioning in Immersive Virtual Environments using Saccadic Suppression. IEEE

Transactions on Visualization and Computer Graphics 21, 4 (2015), 545–552.
https://doi.org/10.1109/TVCG.2015.2391851

[4] Davina Bristow, John-Dylan Haynes, Richard Sylvester, Christopher D. Frith, and
Geraint Rees. 2005. Blinking Suppresses the Neural Response to Unchanging
Retinal Stimulation. Current Biology 15, 14 (July 2005), 1296–1300. https://doi.
org/10.1016/j.cub.2005.06.025

[5] Jack Brookes, Matthew Warburton, Mshari Alghadier, Mark Mon-Williams, and
Faisal Mushtaq. 2020. Studying Human Behavior with Virtual Reality: The
Unity Experiment Framework. Behavior Research Methods 52, 2 (2020), 455––463.
https://doi.org/10.3758/s13428-019-01242-0

[6] Lung-Pan Cheng, Eyal Ofek, Christian Holz, Hrvoje Benko, and Andrew D.
Wilson. 2017. Sparse Haptic Proxy: Touch Feedback in Virtual Environments
Using a General Passive Prop. In Proceedings of the ACM Conference on Human
Factors in Computing Systems (CHI’17). ACM, New York, NY, USA, 3718–3728.
https://doi.org/10.1145/3025453.3025753

[7] Aldrich Clarence, Jarrod Knibbe, Maxime Cordeil, and Michael Wybrow. 2021.
Unscripted Retargeting: Reach Prediction for Haptic Retargeting in Virtual Reality.
In Proceedings of the IEEE Conference on Virtual Reality and 3D User Interfaces
(VR’21). IEEE, New York, NY, USA, 150–159. https://doi.org/10.1109/VR50410.
2021.00036

[8] Tarik Crnovrsanin, Yang Wang, and Kwan-Liu Ma. 2014. Stimulating a Blink:
Reduction of Eye Fatigue with Visual Stimulus. In Proceedings of the ACM Con-
ference on Human Factors in Computing Systems (CHI’14). ACM, New York, NY,
USA, 2055–2064. https://doi.org/10.1145/2556288.2557129

[9] Artem Dementyev and Christian Holz. 2017. DualBlink: A Wearable Device
to Continuously Detect, Track, and Actuate Blinking For Alleviating Dry Eyes
and Computer Vision Syndrome. Proceedings of the ACM on Interactive, Mobile,
Wearable and Ubiquitous Technologies 1, 1 (March 2017), 1–19. https://doi.org/10.
1145/3053330

[10] Mark S. Dennison, A. Zachary Wisti, and Michael D’Zmura. 2016. Use of
Physiological Signals to Predict Cybersickness. Displays 44 (2016), 42–52.
https://doi.org/10.1016/j.displa.2016.07.002

[11] Michael J. Doughty. 2002. Further Assessment of Gender- and Blink Pattern-
Related Differences in the Spontaneous Eyeblink Activity in Primary Gaze in
Young Adult Humans. Optometry and Vision Science 79, 7 (2002), 439–447. https:
//doi.org/10.1097/00006324-200207000-00013

[12] Martin Feick, Niko Kleer, Anthony Tang, and Antonio Krüger. 2020. The Virtual
Reality Questionnaire Toolkit. In Adjunct Publication of the ACM Symposium on
User Interface Software and Technology (UIST’20 Adjunct). ACM, New York, NY,
USA, 68–69. https://doi.org/10.1145/3379350.3416188

[13] Janet Fitzakerley. 2015. Online Resource: Eyelid Movements. University of Min-
nesota Medical School Duluth. Retrieved July 20, 2022 from https://www.d.umn.
edu/~jfitzake/Lectures/DMED/Vision/Optics/Blinking.html

[14] Eric J. Gonzalez, Parastoo Abtahi, and Sean Follmer. 2020. REACH+: Extending the
Reachability of Encountered-Type Haptics Devices through Dynamic Redirection
in VR. In Proceedings of the ACM Symposium on User Interface Software and
Technology (UIST’20). ACM, New York, NY, USA, 236–248. https://doi.org/10.
1145/3379337.3415870

[15] John Grimes. 1996. On the Failure to Detect Changes in Scenes across Saccades. In
Perception, Elizabeth Akins (Ed.). Oxford University Press, New York, Chapter 4,
89––110. https://doi.org/10.1093/acprof:oso/9780195084627.003.0004

[16] Sandra G. Hart and Lowell E. Staveland. 1988. Development of NASA-TLX
(Task Load Index): Results of Empirical and Theoretical Research. In Human
Mental Workload, Peter A. Hancock and Najmedin Meshkati (Eds.). Advances in
Psychology, Vol. 52. North-Holland, Amsterdam, 139–183. https://doi.org/10.
1016/S0166-4115(08)62386-9

[17] Robert S. Kennedy, Norman E. Lane, Kevin S. Berbaum, and Michael G. Lilienthal.
1993. Simulator Sickness Questionnaire: An Enhanced Method for Quantifying
Simulator Sickness. International Journal of Aviation Psychology 3, 3 (1993),
203–220. https://doi.org/10.1207/s15327108ijap0303_3

[18] Luv Kohli. 2013. Redirected Touching. Ph. D. Dissertation. University of North
Carolina at Chapel Hill. http://www.cs.unc.edu/techreports/13-002.pdf

[19] A. Krekhov, S. Cmentowski, A. Waschk, and J. Krüger. 2020. Deadeye Visual-
ization Revisited: Investigation of Preattentiveness and Applicability in Virtual
Environments. IEEE Transactions on Visualization and Computer Graphics 26, 1
(Jan. 2020), 547–557. https://doi.org/10.1109/TVCG.2019.2934370

[20] Eike Langbehn, Frank Steinicke, Markus Lappe, Gregory F. Welch, and Gerd
Bruder. 2018. In the Blink of an Eye: Leveraging Blink-Induced Suppression
for Imperceptible Position and Orientation Redirection in Virtual Reality. ACM
Transactions on Graphics 37, 4 (July 2018), 66:1–66:11. https://doi.org/10.1145/
3197517.3201335

[21] Karen A. Manning, Lorrin A. Riggs, and Julieane K. Komenda. 1983. Reflex
Eyeblinks and Visual Suppression. Perception & Psychophysics 34, 3 (May 1983),
250–256. https://doi.org/10.3758/BF03202953

[22] Anh Nguyen and Andreas Kunz. 2018. Discrete Scene Rotation during Blinks
and Its Effect on Redirected Walking Algorithms. In Proceedings of the ACM
Symposium on Virtual Reality Software and Technology (VRST’18). ACM, New
York, NY, USA, 1–10. https://doi.org/10.1145/3281505.3281515

https://doi.org/10.1145/3173574.3173724
https://doi.org/10.1145/2858036.2858226
https://doi.org/10.1109/TVCG.2015.2391851
https://doi.org/10.1016/j.cub.2005.06.025
https://doi.org/10.1016/j.cub.2005.06.025
https://doi.org/10.3758/s13428-019-01242-0
https://doi.org/10.1145/3025453.3025753
https://doi.org/10.1109/VR50410.2021.00036
https://doi.org/10.1109/VR50410.2021.00036
https://doi.org/10.1145/2556288.2557129
https://doi.org/10.1145/3053330
https://doi.org/10.1145/3053330
https://doi.org/10.1016/j.displa.2016.07.002
https://doi.org/10.1097/00006324-200207000-00013
https://doi.org/10.1097/00006324-200207000-00013
https://doi.org/10.1145/3379350.3416188
https://www.d.umn.edu/~jfitzake/Lectures/DMED/Vision/Optics/Blinking.html
https://www.d.umn.edu/~jfitzake/Lectures/DMED/Vision/Optics/Blinking.html
https://doi.org/10.1145/3379337.3415870
https://doi.org/10.1145/3379337.3415870
https://doi.org/10.1093/acprof:oso/9780195084627.003.0004
https://doi.org/10.1016/S0166-4115(08)62386-9
https://doi.org/10.1016/S0166-4115(08)62386-9
https://doi.org/10.1207/s15327108ijap0303_3
http://www.cs.unc.edu/techreports/13-002.pdf
https://doi.org/10.1109/TVCG.2019.2934370
https://doi.org/10.1145/3197517.3201335
https://doi.org/10.1145/3197517.3201335
https://doi.org/10.3758/BF03202953
https://doi.org/10.1145/3281505.3281515


CHI ’23, April 23–28, 2023, Hamburg, Germany Zenner et al.

[23] Niels Christian Nilsson, Tabitha Peck, Gerd Bruder, Eri Hodgson, Stefania Serafin,
Mary Whitton, Frank Steinicke, and Evan Suma Rosenberg. 2018. 15 Years
of Research on Redirected Walking in Immersive Virtual Environments. IEEE
Computer Graphics and Applications 38, 2 (March 2018), 44–56. https://doi.org/
10.1109/MCG.2018.111125628

[24] Niels Christian Nilsson, André Zenner, and Adalberto L. Simeone. 2021. Propping
Up Virtual Reality With Haptic Proxies. IEEE Computer Graphics and Applications
41, 05 (Sept. 2021), 104–112. https://doi.org/10.1109/MCG.2021.3097671

[25] J. Kevin O’Regan, Heiner Deubel, James J. Clark, and Ronald A. Rensink. 2000.
Picture Changes During Blinks: Looking Without Seeing and Seeing Without
Looking. Visual Cognition 7, 1-3 (2000), 191–211. https://doi.org/10.1080/
135062800394766

[26] Sudi Patel, Ross Henderson, L. Bradley, B. Galloway, and L. Hunter. 1991. Effect
of Visual Display Unit Use on Blink Rate and Tear Stability. Optometry and Vision
Science 68, 11 (1991), 888–892. https://doi.org/10.1097/00006324-199111000-00010

[27] Ronald A. Rensink, J. Kevin O’Regan, and James J. Clark. 1997. To See or not to
See: The Need for Attention to Perceive Changes in Scenes. Psychological Science
8, 5 (1997), 368–373. https://doi.org/10.1111/j.1467-9280.1997.tb00427.x

[28] Geoffrey Rushworth. 1962. Observations on Blink Reflexes. Journal of Neurology,
Neurosurgery & Psychiatry 25, 2 (1962), 93–108. https://doi.org/10.1136/jnnp.25.
2.93

[29] Daniel J. Simons and Daniel T. Levin. 1997. Change Blindness. Trends in Cognitive
Sciences 1, 7 (1997), 261–267. https://doi.org/10.1016/S1364-6613(97)01080-2

[30] Mel Slater. 2009. Place Illusion and Plausibility Can Lead to Realistic Behaviour in
Immersive Virtual Environments. Philosophical Transactions of the Royal Society B:
Biological Sciences 364, 1535 (2009), 3549–3557. https://doi.org/10.1098/rstb.2009.
0138 arXiv:https://royalsocietypublishing.org/doi/pdf/10.1098/rstb.2009.0138

[31] Mel Slater, Martin Usoh, and Anthony Steed. 1994. Depth of Presence in Virtual
Environments. Presence: Teleoperators and Virtual Environments 3, 2 (1994), 130–
144. https://doi.org/10.1162/pres.1994.3.2.130

[32] Albertine Eline Smit. 2009. Blinking and the Brain: Pathways and Pathology. Ph. D.
Dissertation. Erasmus University Rotterdam. http://hdl.handle.net/1765/14477

[33] Frank Steinicke, Gerd Bruder, Klaus Hinrichs, and Pete Willemsen. 2010. Change
Blindness Phenomena for Stereoscopic Projection Systems. In Proceedings of the

IEEE Conference on Virtual Reality and 3D User Interfaces (VR’10). IEEE, New York,
NY, USA, 187–194. https://doi.org/10.1109/VR.2010.5444790

[34] Evan A. Suma, Seth Clark, David Krum, Samantha Finkelstein, Mark Bolas,
and Zachary Warte. 2011. Leveraging Change Blindness for Redirection in
Virtual Environments. In Proceedings of the IEEE Conference on Virtual Reality
and 3D User Interfaces (VR’11). IEEE, New York, NY, USA, 159–166. https:
//doi.org/10.1109/VR.2011.5759455

[35] Qi Sun, Anjul Patney, Li-Yi Wei, Omer Shapira, Jingwan Lu, Paul Asente, Suwen
Zhu, Morgan Mcguire, David Luebke, and Arie Kaufman. 2018. Towards Virtual
Reality Infinite Walking: Dynamic Saccadic Redirection. ACM Transactions on
Graphics 37, 4 (July 2018), 67:1–67:13. https://doi.org/10.1145/3197517.3201294

[36] W. Säring and D. von Cramon. 1981. The Acoustic Blink Reflex: Stimulus De-
pendence, Excitability and Localizing Value. Journal of Neurology 224, 4 (1981),
243–252. https://doi.org/10.1007/BF00313287

[37] Frans VanderWerf, Peter Brassinga, Dik Reits, Majid Aramideh, and Bram
Ongerboer de Visser. 2003. Eyelid Movements: Behavioral Studies of Blink-
ing in Humans Under Different Stimulus Conditions. Journal of Neuro-
physiology 89, 5 (2003), 2784–2796. https://doi.org/10.1152/jn.00557.2002
arXiv:https://doi.org/10.1152/jn.00557.2002

[38] Frances C. Volkmann. 1986. Human Visual Suppression. Vision Research 26, 9
(1986), 1401–1416. https://doi.org/10.1016/0042-6989(86)90164-1

[39] André Zenner, Hannah Maria Kriegler, and Antonio Krüger. 2021. HaRT – The
Virtual Reality Hand Redirection Toolkit. In Extended Abstracts of the ACM
Conference on Human Factors in Computing Systems (CHI EA’21). ACM, New York,
NY, USA, 1–7. https://doi.org/10.1145/3411763.3451814

[40] André Zenner and Antonio Krüger. 2019. Estimating Detection Thresholds for
Desktop-Scale Hand Redirection in Virtual Reality. In Proceedings of the IEEE
Conference on Virtual Reality and 3D User Interfaces (VR’19). IEEE, New York, NY,
USA, 47–55. https://doi.org/10.1109/VR.2019.8798143

[41] André Zenner, Kora Persephone Regitz, and Antonio Krüger. 2021. Blink-
Suppressed Hand Redirection. In Proceedings of the IEEE Conference on Vir-
tual Reality and 3D User Interfaces (VR’21). IEEE, New York, NY, USA, 75–84.
https://doi.org/10.1109/VR50410.2021.00028

https://doi.org/10.1109/MCG.2018.111125628
https://doi.org/10.1109/MCG.2018.111125628
https://doi.org/10.1109/MCG.2021.3097671
https://doi.org/10.1080/135062800394766
https://doi.org/10.1080/135062800394766
https://doi.org/10.1097/00006324-199111000-00010
https://doi.org/10.1111/j.1467-9280.1997.tb00427.x
https://doi.org/10.1136/jnnp.25.2.93
https://doi.org/10.1136/jnnp.25.2.93
https://doi.org/10.1016/S1364-6613(97)01080-2
https://doi.org/10.1098/rstb.2009.0138
https://doi.org/10.1098/rstb.2009.0138
https://arxiv.org/abs/https://royalsocietypublishing.org/doi/pdf/10.1098/rstb.2009.0138
https://doi.org/10.1162/pres.1994.3.2.130
http://hdl.handle.net/1765/14477
https://doi.org/10.1109/VR.2010.5444790
https://doi.org/10.1109/VR.2011.5759455
https://doi.org/10.1109/VR.2011.5759455
https://doi.org/10.1145/3197517.3201294
https://doi.org/10.1007/BF00313287
https://doi.org/10.1152/jn.00557.2002
https://arxiv.org/abs/https://doi.org/10.1152/jn.00557.2002
https://doi.org/10.1016/0042-6989(86)90164-1
https://doi.org/10.1145/3411763.3451814
https://doi.org/10.1109/VR.2019.8798143
https://doi.org/10.1109/VR50410.2021.00028

	Abstract
	1 Introduction
	2 Related Work
	2.1 Leveraging Eye Blinks in Virtual Reality
	2.2 The Physiology of Human Eye Blinks
	2.3 Triggering Eye Blinks

	3 Blink Triggers for Virtual Reality
	3.1 Requirements
	3.2 Blink Trigger Methods

	4 Evaluation
	4.1 Hypotheses
	4.2 Participants
	4.3 Apparatus
	4.4 Procedure
	4.5 Design
	4.6 Results

	5 Discussion
	5.1 Effectiveness & Efficiency
	5.2 Reliability for Redirected Reaching
	5.3 Noticeability, Distraction, & Game Score
	5.4 When to Choose Which Trigger?
	5.5 Limitations & Future Work

	6 Conclusion
	Acknowledgments
	References

