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Introduction
Glosses
• Written representation of Sign Languages (SL)
• Limited representation ability, but useful for

• Interpreters and educational uses
• Intermediate step for spoken to SL translation
• Investigating methods that may apply to more accurate representations in 

the future

Objective
• Use techniques successful in low-resource spoken languages MT to improve Sign 

Language Translation (SLT).

Approach overview

This work was supported by the German Federal Ministry 
of Education and Research (BMBF) through the project 
SocialWear (grant no. 01IW20002)

Conclusion

The first work on text-to-gloss machine translation

• to achieve significant improvements on the two known German SL datasets 
annotated with glosses

• to perform extensive experimentation with most known LRL-related MT 
methods and their combinations, in particular: semi-supervised NMT, transfer 
learning via warm-start and Multilingual NMT

Results
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Automatic MT metrics results for possible settings

Human evaluation for best scoring systems

Comparison with
previous work

Methods
Data augmentation

• Combined preprocessed text, Back-translation, Forward-translation and 
Tagging

Semi-supervised NMT
• Copy a monoligual dataset to both source & target side (Currey et al., 2017) 

and combine with the SL parallel dataset

Transfer learning
• Fine-Tuning of a pre-trained model: Opus-MT de-en model
• Warm-start training (Nguyen and Chiang, 2007)

Multilingual NMT (Johnson et al., 2017)
• Train NMT system with both SL dataset and large-scale de-en dataset
• Add target-language-indicator before each source sentence
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