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Abstract

Large pre-trained language models (PLMs) have shown remarkable performance across various natural language understanding (NLU) tasks, particularly in low-resource settings. Nevertheless, their potential in Automatic Speech Recognition (ASR) remains largely unexplored. This study investigates the potential usage of PLMs for language modelling in ASR. We compare the application of large-scale text sampling and probability conversion for approximating GPT-2 into an n-gram model. Furthermore, we introduce a vocabulary-restricted decoding method for random sampling, and evaluate the effects of domain difficulty and data size on the usability of generated text. Our findings across eight domain-specific corpora support the use of sampling-based approximation and show that interpolating with a large sampled corpus improves test perplexity over a baseline trigram by 15%. Our vocabulary-restricted decoding method pushes this improvement further by 5% in domain-specific settings.

Index Terms: domain adaptation, approximation, GPT-2

1. Introduction

The advent of Pre-trained Language Models (PLMs) such as BERT [1] and GPT-2 [2] has led to significant strides in language processing tasks, particularly in low-resource scenarios. These models outperform conventional neural language models such as RNNLMs and transformer-based language models (LMs) through the pre-train/finetune paradigm. Nevertheless, the potential of these models in automatic speech recognition (ASR) has been insufficiently investigated. Within existing literature, several studies examine their use in lattice rescoring [3, 4, 5], but their utilization in first-pass decoding remains under-explored. This is justified to some extent, since using PLMs directly in first-pass decoding would suffer from the same limitation as using RNNLMs, which is computational inefficiency [6, 7].

Despite the computational bottleneck, the use of RNNLMs in ASR has been studied extensively. In the context of first-pass decoding, two methods using RNNLMs have been explored, namely offline and online methods [8, 9]. The offline method involves approximating an RNNLM to generate an n-gram LM that is used for first-pass decoding and the online approach employs a cache to store the RNNLM states and prunes them during decoding [10]. Several offline approaches to approximate RNNLMs to n-grams have been explored previously [6, 8, 9, 11], but to the best of our knowledge, only the study by [12] looks at a similar approximation for PLMs. Their approach involves pre-training a GPT-like model on a very large general-domain corpus, fine-tuning it on a smaller domain-specific corpus, and then using it to generate a large corpus for approximation into an n-gram LM. They use pre-training corpora that have hundreds of thousands of sentences but approximation has not been explored in a low-resource scenario, where trends can vary significantly in comparison. Moreover, these approximation methods have not been studied for GPT-2, which is much larger and more powerful than GPT and has shown impressive few- and zero-shot capabilities [2] in comparison. Hence, this paper explores the use of GPT-2 in approximating and augmenting n-gram LMs under low-resource scenarios. Specifically, we compare text sampling-based conversion and probability-based conversion as a means of approximating GPT-2 in domain-specific settings. Our research contributions are:

1. Comparing the efficiency of text sampling and probability conversion in approximating GPT-2 into an n-gram model.
2. Introducing a vocabulary-restricted decoding method that improves text generation in domain-specific scenarios.
3. Evaluating the competitiveness of sampling-based approximation across domain difficulty and data scarcity.

2. Data

Taskmaster-2 is a spoken dialogue corpus [13] of 17,289 conversations between users and call-center operators. The data spans human conversations in six domains: restaurant-search, food-ordering, sports, music, movies, and flights. For our experiments, we combine all utterances in a call into a single sample. A train:dev:test split of 70:20:10 is used. HUB4 1996 [14] is a broadcast news speech corpus that contains 104 hours of transcribed speech from several network news programs. To simulate a low-resource scenario, we use transcripts from the speech data (LDC97T22) for training and the standard development and test datasets (LDC97S66). ATCO2 is an air traffic domain corpus [15] that contains air traffic communication between controllers and pilots. We use the 4-hour test set for training and the publicly released 1-hour test set for testing. We choose these datasets to experiment with different domains, task difficulty, and resource availability. The sentence and word level distribution across all datasets is shown in Table 1.

3. Approximating GPT-2

Existing literature supports the use of three offline methods for approximating RNNLMs into n-gram LMs: sampling-based approximation [6], probability-based approximation [11] and iterative approximation [16]. We concentrate on sampling and probability-based approximation methods for GPT-2 and briefly describe these methods in Sections 3.1 and 3.2. We also present a vocabulary-restricted decoding scheme that controls the domain drift during text generation in Section 3.3.
### 3.1. Sampling-Based Approximation

Given a background corpus $B$, sampling-based approximation (SBA) involves generating additional text samples from the same distribution as $B$ using a language model such as an RNNLM or Transformer-based LM. The generated text is then used to train a traditional n-gram LM, which approximates the probability distribution of the neural model itself [6]. The performance of this approach is often improved by interpolating the approximated n-gram LM with the baseline n-gram LM [8, 11] trained on $B$. This approach has been studied with RNLLMs [6, 8, 11] and Transformer-based LMs [12] but has not been explored with massively pre-trained PLMs. In this work, we study how this approximation performs with GPT-2 across datasets, data sizes, and domains.

#### 3.2. Probability-Based Approximation

We also explore the use of probability-based approximation (PBA) for GPT-2, which was initially proposed by [11] as a way to approximate RNLLMs into n-gram LMs. Instead of using count-based probabilities, this method involves extracting and assigning n-gram probabilities directly from trained RNLLMs. Since GPT-2 uses subword (BPE) tokens, we obtain word-level probabilities by multiplying the conditional probabilities of each BPE token in the target word. For a word $W$ composed of BPEs $\{w_1, w_2, \ldots, w_n\}$, the word level probability is computed as:

$$p(W|H) = \prod_{i=1}^{n} p_{gpt2}(w_i|w_{i-1} \ldots w_1 H) \tag{1}$$

Where $H$ is the sentence history and $p_{gpt2}$ is the conditional probability assigned to a BPE token by the fine-tuned GPT-2. The conditional word probabilities are reassigned to n-gram probabilities and averaged according to the original setup. Backing off is done from history sums taken from a trigram LM developed from the training corpus. The authors in [11] observe that the resulting model produces the best perplexities when unigram probabilities are borrowed from the baseline trigram LM.

### 3.3. Vocabulary-Restricted Decoding

In addition, we propose a vocabulary-constrained extension to SBA in the PLM setup. In this approach, we restrict the pool of BPE tokens that can be generated to the BPE vocabulary of the training set. We start by creating a BPE vocabulary over all words in the training data. Each word is tokenized and all composite BPEs are added to the BPE vocabulary. During random sampling, softmax operations are performed only over the BPEs in our vocabulary. The sampling algorithm is thus restricted to picking from the BPEs present in this vocabulary. We call this Vocabulary-Restricted Decoding.

We distinguish our decoding scheme from lexically constrained decoding [17, 18], where restrictions are placed on including specific tokens during generation. Our approach uses the training set vocabulary exclusively during decoding, thus excluding non-relevant tokens. We expect that in domain-specific scenarios, constraining the generation vocabulary will suppress tokens and force GPT-2 to model the words in the training set better.

### 4. Experiments

#### 4.1. Experimental Setup

We use the 124M parameter version of GPT-2 from huggingface [19] for all experiments. The model is fine-tuned with a learning rate of 5e-5 and a weight decay of 0.01. The learning rate is linearly warmed up using $\min(\#\text{train samples}, 100)$ steps. Training is terminated using early stopping on the development set with patience of 5. Text generation uses top-$\text{K}$ [20] sampling with $p=0.95$ and a temperature of 1.0. Unless specified otherwise, we generate 100 times the training data for all SBA experiments. The n-gram models are trigram models with Kneser-Ney smoothing [21], and are built and evaluated with the SRILM [22] Toolkit. $\text{KN3}$ denotes the baseline model trained on just the training corpora; $\text{RS-KN3}$ is trained on the random-sampled corpora and $\text{VR-KN3}$ on corpora sampled using vocabulary-restricted decoding. Note that RS-KN3 and VR-KN3 are both SBA approaches with different decoding schema. All experiments use a vocabulary that combines all words in the training data and the 100x corpora generated for RS-KN3 and VR-KN3\(^2\). This results in an OOV rate of less than 2% for each dataset.

#### 4.2. Comparing Approximation methods

We compare the test set perplexities of the approximation approaches discussed with the “true” perplexity of a fine-tuned GPT-2 and present the results in Table 3. Word level perplexities are obtained from GPT-2 using the computation described in [23] and elaborated in [24]. To simplify, we add the test vocabulary to the n-gram models, thus having zero OOV test rate. Except for sports and food-ordering, both approximation methods incur at-least 2x degradation when compared to the true perplexity but PBA incurs significantly higher deterioration in comparison. This is consistent with previously reported results using GPT-2 [8, 11], but more drastic with GPT-2. This could be explained by PLMs’ tendency to overestimate n-gram probabilities in comparison to RNLLMs. A closer look confirms that GPT-2 overestimates lower-order n-gram probabilities during PBA because of probability sharing between higher and lower-order n-grams. It is to be noted that the vocabulary set for GPT-2 is BPE based and is more fine-grained than the word-level model. We can therefore only assume that our computation for the non-approximated GPT-2 perplexity underestimates the true metric. Nevertheless, as the underestimated metric outperforms the more performant SBA method for the rest of this paper.

---

\(^1\)GPT-2 tokenizes words with and without preceding blanks (“apple” and “a pple”) differently. We add both versions into the vocabulary.

\(^2\)Except in Section 4.2 where the test vocabulary is additionally introduced.
In all cases, an improvement over the baseline is observed as soon as either of the sampling methods is interpolated with the baseline KN3 (interpolation weights are tuned with the respective development sets). Here again, domain specificity plays its part, and interpolation with VR-KN3 outperforms RS-KN3 in the case of ATCO2 while the latter performs strongly for HUB4.

In relative terms, we see that RS-KN3 under-performs the baseline considerably (+40% ppl) with ATCO2, where the unconventional grammatical structure adversely affects sampling. On the other hand, VR-KN3 performs strongly here with 20% improvement over KN3. This suggests that controlling the drift of random sampling is beneficial in tightly constrained domains. In general, we see that vocabulary restriction improves over random sampling when the domain (and consequently the vocabulary) is restricted. However, performance suffers with HUB4, where the domain is wide-ranging and the vocabulary cannot be restricted as dramatically. Vocabulary restriction also outperforms random sampling for all datasets in Taskmaster, where a satisfactory equilibrium exists between grammatical complexity and domain restriction.

In all cases, an improvement over the baseline is observed as soon as either of the sampling methods is interpolated with the baseline KN3 (interpolation weights are tuned with the respective development sets). Here again, domain specificity plays its part, and interpolation with VR-KN3 outperforms RS-KN3 in the case of ATCO2 while the latter performs strongly for HUB4.

Interpolation with either sampled model shows promising improvement with Taskmaster. We observe the best performance across all datasets when all three models are interpolated together. On average, interpolating the baseline with RS-KN3 gives a 15% reduction in test perplexity and additional interpolation with VR-KN3 decreases perplexity further by 5%. We conclude that interpolation with a large-scale sampled corpus is almost always beneficial for a trigram LM and is a simple and effective method to exploit PLMs for first-pass decoding.

## 5. Discussion

We devote the discussion section to answering the following question - “Can the SBA LMs outperform the baseline KN3 without interpolation?”. We isolate and study two variables that influence augmentation: the domain of the dataset and the number of training samples available.

### 5.1. Domain difficulty

Comparing language modeling difficulty across two domains is challenging in a statistical setup owing to differences in vocabulary and the lack of standardized background corpora that help isolate perplexity comparisons to domains. Sub-word modeling and pre-training mitigate these concerns and PLMs prove to be ideal sandboxes to compare difficulties in modeling different domains. Assuming that pre-training acquaints PLMs with everyday words, the adaptability of a domain over fine-tuning can then approximate the difficulty in modeling it. We quantify it by

---

**Table 2:** Perplexities and OOV rates for the n-gram models constructed from sampled corpora. KN3 denotes the trigram LM baseline. Metrics are of the format: Perplexity/#OOV s. All perplexities are computed using the vocabulary obtained from combining all three corpora, whose OOV rate is indicated in blue.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>GPT-2</th>
<th>RS-KN3</th>
<th>PBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATCO2</td>
<td>25.04</td>
<td>47.04</td>
<td>80.04</td>
</tr>
<tr>
<td>HUB4</td>
<td>189.91</td>
<td>369.90</td>
<td>632.92</td>
</tr>
<tr>
<td>Movies</td>
<td>13.53</td>
<td>27.92</td>
<td>49.89</td>
</tr>
<tr>
<td>Restaurant-Search</td>
<td>13.26</td>
<td>28.39</td>
<td>46.60</td>
</tr>
<tr>
<td>Music</td>
<td>11.55</td>
<td>35.23</td>
<td>57.83</td>
</tr>
<tr>
<td>Flights</td>
<td>7.23</td>
<td>17.83</td>
<td>18.10</td>
</tr>
<tr>
<td>Sports</td>
<td>12.77</td>
<td>13.46</td>
<td>30.74</td>
</tr>
<tr>
<td>Food-Ordering</td>
<td>9.96</td>
<td>10.37</td>
<td>23.31</td>
</tr>
</tbody>
</table>

---

**Figure 1:** Benefits of sampling depends on domain difficulty. Perplexities are normalized across the respective KN3, which is shown as the horizontal line at 1.0. Darker colour denotes higher perplexity on the dev-set.

Interpolation with either sampled model shows promising improvement with Taskmaster. We observe the best performance across all datasets when all three models are interpolated together. On average, interpolating the baseline with RS-KN3 gives a 15% reduction in test perplexity and additional interpolation with VR-KN3 decreases perplexity further by 5%. We conclude that interpolation with a large-scale sampled corpus is almost always beneficial for a trigram LM and is a simple and effective method to exploit PLMs for first-pass decoding.
computing the dev set perplexities of fine-tuned GPT-2 models and compare them across domains to rank their difficulty. Figure 1 shows the trend in test perplexity with an increase in the number of sampled sentences for RS-KN3. The figure shows that HUB4 and ATCO2 are both difficult for GPT-2 to model, but HUB4’s steeper slope suggests a preference for additional sampling when domains are spread thin. In most cases, we see that an increase in the number of samples generated correlates with a decrease in test perplexity. Larger sampling has a slower effect on perplexity after a certain point and produces long tails afterward. For datasets that have a lower dev set perplexity, SBA is seen to beat the baseline KN3 early on. An increase in domain difficulty stretches the cross-over point and we see that the number of sentences required to outmatch the baseline is proportional to the difficulty of the domain. We observe similar trends for VR-KN3 models as well, with a slight downward shift along the y-axis for all curves (except for HUB4, where the shift is slightly upwards). This analysis provides us with two conclusions: 1) Generating additional data correlates with reductions in test perplexity, but 2) The amount of generated data required to match the baseline trigram model has an inverse relation with domain difficulty.

### 5.2. Few-Shot Approximation

This section compares the responses of SBA and the baseline KN3 under low-resource settings. We simulate few-shot scenarios by sub-sampling the train and development corpora while keeping the test corpus unchanged. For each setting, GPT-2 is fine-tuned on the sub-sampled training set, using the sub-sampled development set for early stopping. The fine-tuned model then generates 100x the size of the sub-sampled train set. The resulting perplexities are normalized with the full-scale KN3 value for each dataset (refer to Table 2). Each experiment is run across three random seeds and the results are plotted in Figure 2.

The results for ATCO2 reflect the domain difficulty yet again, with GPT-2 struggling to understand the domain in few-shot settings and the trigram model performing significantly better. GPT-2 does not outperform the trigram corpus in any data scenario, and the interpolated model helps the KN3 curve. For Taskmaster and HUB4 on the other hand, the generated corpus fares significantly better in few-shot scenarios. The perplexity of the generated corpus is several times lower than the sub-sampled KN3 model when the number of samples available is less than 100. This can be attributed to large-scale pre-training, which helps the PLM generalize text quicker than a KN3 under low resource settings. However, the KN3 curve has a steeper decline, which suggests that the it benefits more from the availability of additional curated corpora than a PLM in few-shot scenarios. We also see that the improvements produced with the additional 100x data become decreasingly pronounced with increasing train data size, i.e., once the training data is large enough to generalize the domain well, the baseline KN3 becomes a tough competitor. For HUB4, the sub-sampled KN3 even outperforms the generated corpus for train sets larger than 20K samples. Improvements can be made by generating exponentially many samples even at “high” resource settings, but the cost-benefit ratio is significantly more encouraging in few-shot settings. This is in contrast to [9], where larger training data resulted in larger gains for word-based RNNLM models. We conclude that in domain-specific settings, although PLMs demonstrate impressive generational capabilities under few-shot conditions, n-gram models are tough baselines in comparatively higher-resourced scenarios.

### 6. Conclusion

In this work, we compare two approaches that approximate GPT-2 into an n-gram model and find that large-scale sampling after fine-tuning performs significantly better than a probability-based approximation. We then introduce a vocabulary-restricted decoding schema that proves helpful in low-resource domain-specific scenarios. We show that interpolating the baseline trigram LM from a domain-specific corpus with trigrams made from large-scale generation improves text perplexity by 20% across eight domains. Using dev set perplexity to compare domains, we show that the sampling volume required to match the baseline trigram perplexity is inversely proportional to the domain modeling difficulty. We also extend text-based augmentation to few-shot scenarios, where we see impressive performance with GPT-2. However, we find that the cost benefit ratio declines rapidly with additional training data and that the trigram model is a tough baseline at higher data sizes.
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Figure 2: Performance of language models across sub-sampled training corpora. Perplexities are normalized with the full-scale KN3 perplexity (which is shown as the blue dotted line at 1.0). The Taskmaster datasets are averaged to generate one plot.
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