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Abstract

In recent years, the research community has shown a lot
of interest to panoramic images that offer a 360◦ directional
perspective. Multiple data modalities can be fed, and com-
plimentary characteristics can be utilized for more robust
and rich scene interpretation based on semantic segmenta-
tion, to fully realize the potential. Existing research, how-
ever, mostly concentrated on pinhole RGB-X semantic seg-
mentation. In this study, we propose a transformer-based
cross-modal fusion architecture to bridge the gap between
multi-modal fusion and omnidirectional scene perception.
We employ distortion-aware modules to address extreme
object deformations and panorama distortions that result
from equirectangular representation. Additionally, we con-
duct cross-modal interactions for feature rectification and
information exchange before merging the features in or-
der to communicate long-range contexts for bi-modal and
tri-modal feature streams. In thorough tests using com-
binations of four different modality types in three indoor
panoramic-view datasets, our technique achieved state-of-
the-art mIoU performance: 60.60% on Stanford2D3DS [2]
(RGB-HHA), 71.97% on Structured3D [44] (RGB-D-N),
and 35.92% on Matterport3D [5] (RGB-D). 1

1. Introduction
With the increased availability of affordable commercial

3D sensing devices, in recent years, researchers are more
interested in working with omnidirectional images, also of-
ten referred to as 360◦, panoramic, or spherical images. In
contrast to pinhole cameras, the captured spherical images
provide an ultra-wide 360◦ × 180◦ field-of-view (FoV) al-
lowing for the capture of more detailed spatial information
of the entire scene from a single frame [14, 43]. Practi-
cal applications of such immersive and complete view per-
ception include holistic and dense visual scene understand-
ing [1], augmented- and virtual reality (AR/VR) [26, 37],
autonomous driving [11], and robot navigation [6].

1Code will be made publicly available at https://github.com/
sguttikon/SFSS-MMSI.

Figure 1. Overview of our multi-modal panoramic segmentation
architecture. The inputs are an combination of RGB, Depth, and
Normals.

Generally, spherical images are represented using
equirectangular projection (ERP) [38] or cubemap projec-
tion (CP) [31], which introduces additional challenges like
scene discontinuities, large image distortions, object defor-
mations, and lack of open-source datasets with diverse real-
world scenarios. While extensive research has been con-
ducted on pinhole based learning methods [4,22,24,34,35],
approaches tailored for processing ultra-wide panoramic
images and inherently accounting for spherical deforma-
tions remain ongoing research. Furthermore, the scarcity
of labeled data, in indoor and outdoor scenarios, required
for model training with panoramic images has slowed down
the progress in this domain.

While previous panorama segmentation techniques have
attained state-of-the-art performance for RGB-only im-
ages, they do not take advantage of the complementary
modalities to develop discriminative features in situations
when it is difficult to discriminate only based on tex-
ture information. With comprehensive cross-modal in-
teractions for RGB-X modality [22], our work expands
the current Trans4PASS+ [41] methodology for multi-
modal panoramic semantic segmentation. For the Stan-
ford2D3DS [2] dataset, we evaluate on 4 distinct multi-
modal semantic segmentation tasks, including RGB, RGB-
Depth, RGB-Normal, and RGB-HHA, and we reach a



(a) 2D3DS [2] (b) Struct3D [44] (c) Mp3D [5]

Figure 2. Our cross-modal panoramic segmentation results
with RGB, Depth, Normals, and HHA combinations from Stan-
ford2D3DS (left), Structure3D (middle) and Matterport3D (right)
datasets.

state-of-the-art 60.60% with RGB-HHA semantic segmen-
tation. We proposed a tri-modal fusion architecture and
achieved top mIoU of 75.86% on Structure3D [44] (RGB-
D-N) and 39.26% on Matterport3D [5] (RGB-D-N) for sit-
uations when HHA2 is not accessible. The performance of
our system on the aforementioned indoor panoramic-view
datasets is shown in Fig. 2.

In summary, we provide the following contributions:

1. We investigate multi-modal panoramic semantic seg-
mentation in four types of sensory data combinations
for the first time.

2. We explore the multi-modal fusion paradigm in this
study and introduce the tri-modal paradigm with cross-
modal interactions for exploring texture, depth, and ge-
ometry information in panoramas.

3. On three indoor panoramic datasets that include RGB,
Depth, Normal, and HHA sensor data combinations,
our technique provides state-of-the-art performance.

2. Related Work

Semantic segmentation An encoder-decoder paradigm
with two stages is typically used in existing semantic
segmentation designs [3, 8]. A backbone encoder mod-
ule [15,17,36] creates a series of feature maps in the earlier
stage in order to capture high-level semantic data. Later,
a decoder module gradually extracts the spatial data from
the feature maps. Recent research has focused on replac-
ing convolutional backbones with transformer-based ones
in light of the success of vision transformer (ViT) in imag-
ine classification [12]. Early studies mostly concentrated
on the Transformer encoder design [9, 23, 33, 45], while
later study avoided sophisticated decoders in favor of a
lightweight All-MLP architecture [35], which produced re-
sults with improved efficiency, accuracy, and robustness.

2Horizontal disparity, Height above ground, and normal Angle to the
vertical axis [16]

Panoramic segmentation Early methods for inter-
preting a picture holistically centered on using perspec-
tive image-based models in conjunction with distorted-
mitigated wide-field of view images. A distortion-mitigated
locally-planar image grid tangents to a subdivided icosahe-
dron is Eder et al. [13] novel proposal for a tangent image
spherical representation. Lee et al. [21], on the other hand,
uses a spherical polyhedron to symbolize comparable omni-
directional perspectives. Recent studies [25], however, use
distortion-aware modules in the network architecture to di-
rectly operate on equirectangular representation. Sun et
al. [30] suggests a discrete transformation for predicting
dense features after an effective height compression mod-
ule for latent feature representation. To improve the recep-
tive field and learn the distortion distribution beforehand,
Zheng et al. [46] combines the complimentary horizontal
and vertical representation in the same line of research. In
an encoder-decoder framework, Shen et al. [28] introduces
a brand-new panoramic transformer block to take the place
of the conventional block. Modern panoramic distortion-
aware and deformable modules [10] have been added to the
state-of-the-art UNet [27] and SegFormer [35] segmenta-
tion architectures to improve their performance in the spher-
ical domain [14, 25, 40, 41].

Multimodal semantic segmentation Fusion strategies
leverage the advantages of several data sources and show
notable performance improvements for image-based se-
mantic segmentation [7,18]. The key contributions for com-
prehending RGB-D scenes concentrated on: 1) creating
new layers or operators based on the geometric properties
of RGB-D data [4, 7, 32], and 2) creating specialized ar-
chitectures for combining the complimentary data streams
in various stages [18, 20, 28, 30]. When modalities other
than depth maps are employed, these approaches perform
less well because they were created exclusively for RGB-D
modality [42]. Recent studies have concentrated on estab-
lishing unique fusion algorithms for RGB-X semantic seg-
mentation that are adaptable across various sensing modal-
ity combinations [22, 34, 39]. In the omnidirectional realm,
however, the integration of several modalities with cross-
modal interactions is still an unresolved issue. The main
issue in this scenario is to recognize the distorted and de-
formed geometric structures in the ultra-wide 360-degree
images while taking advantage of a variety of comprehen-
sive complementing information. To jointly use the many
sources of information from RGB, Depth, and Normals
equirectangular images, we propose our framework, which
makes use of cross-modal interactions and panoramic per-
ception abilities.

3. Methodology
Section 3.1 provides a summary of the framework we

propose for panoramic multi-modal semantic segmentation.



Figure 3. Panoramic encoder stage to extract RGB, Depth, and
Normals features.

Although our framework may be used for bi-modal and
tri-modal input scenarios,for simplicity, we explain only
the encoder and decoder architectures design for cross-
modal (RGB-Depth-Normals) panorama segmentation in
Sec. 3.2 and Sec. 3.3, respectively. Our design is based on
Trans4PASS+ [41] and uses an extension of CMX [22] for
ternary modal streams feature extraction and fusion to learn
object deformations and panoramic image distortions. We
adopt a notation f to represent multi-modal feature maps,
i.e. f ∈ {frgb, fdepth, fnormal}, in order to keep the nota-
tion simple and avoid the l notation for inputs and outputs
to network modules in the l-th encoder-decoder stage.

3.1. Framework Overview

In accordance with Xie et al. [35], we proposed the
multi-modal panoramic segmentation architecture depicted
in Fig. 1. The H×W ×3 input image is first separated into
patches. We provide panoramic hierarchical encoder stages
to address the severe distortions in panoramas while allow-
ing cross-modal interactions between RGB-Depth-Normals
patch features, as described in Sec. 3.2. The encoder uses
these patches as input to produce multi-level features at res-
olutions of {1/4, 1/8, 1/16, 1/32} of the original image.
Finally, our panoramic decoder (refer Sec. 3.3) receives
these multi-level features in order to predict the segmen-
tation mask at a H ×W ×Nclass resolution, where Nclass

is the number of object categories.

3.2. Panoramic Hierarchical Encoding

Each stage of our encoding process for extracting hierar-
chical characteristics is specifically designed and optimized
for semantic segmentation. Figure 3 illustrates how our ar-

Figure 4. Cross-modal feature rectification module to calibrate
RGB, Depth, and Normals features.

chitecture incorporates recently proposed Cross-modal Fea-
ture Rectification (CM-FRM) and Feature Fusion (FFM)
modules [22] as well as Deformable Patch Embeddings
(DPE) module [40] to deal with the severe distortions in
RGB, Depth, and Normals panoramas caused by equirect-
angular representation.

Deformable patch embedding A typical Patch Embed-
dings (PE) module [12, 35] divides an input image or fea-
ture map of size f ∈ RH×W×Cin into a flattened 2D patch
sequence of shape s × s each. In this patch, the position
offset with respect to a location (i, j) is defined as ∆(i,j) ∈[−s

2 , s
2

]
×

[−s
2 , s

2

]
, where (i, j) ∈ [1, s]. However, these

fixed sample points fail to learn deformation-aware features
and do not respect object shape distortions. To learn a data-
dependent offset, we deploy a Deformable Patch Embed-
dings (DPE) module that was proposed by Zhang et al. [40].
We formulate Eq. (1), using the deformable convolution op-
eration g(.) [10] with a hyperparameter of r = 4.

∆DPE
(i,j) =

[
min(max(−H

r , g(f)(i,j)),
H
r )

min(max(−W
r , g(f)(i,j)), W

r )

]
(1)

Cross-modal feature rectification Measurements that
are noisy are frequently present in the data from vari-
ous complementing sensor modalities. By utilizing fea-
tures from a different modality, the noisy information can
be filtered and calibrated. Regarding this, Liu et al. [22]
present a novel Cross-Modal Feature Rectification Mod-
ule (CM-FRM) to execute feature rectification between par-
allel streams at each stage, throughout feature extraction
process. In our work, we expand this calibration scheme
using ternary features from RGB, Depth, and Normals
panorama stream, as seen in Fig. 4. Our two-stage CM-
FRM processes the input features channel- and spatial-
wise to address noises and uncertainties in RGB-Depth-
Normals modalities, providing a comprehensive calibra-
tion for improved multi-modal feature extraction and inter-
action. While the spatial-wise rectification stage focuses
on local calibration, the channel-wise rectification stage is



Figure 5. Cross-modal feature fusion module to fuse RGB, Depth,
and Normals features.

more concerned with global calibrations. Hyperparame-
ters λc, λs = 0.5 are utilized to rectify the noisy input
multi-modal features as shown in Eq. (2) by using the chan-
nel f rec

channel and spatial f rec
spatial weights that have been ob-

tained.

f rec = f + λcf rec
channel + λsf rec

spatial (2)

Cross-modal feature fusion To improve information in-
teraction and combine the features into a single feature
map the rectified multi-modal feature maps f rec are passed
through a two-stage Feature Fusion Module (FFM) at the
end of each encoder stage. As seen in Fig. 5, we use
a ternary multi-head cross-attention mechanism to expand
Liu et al. [22] information sharing stage by allowing for
global information flow between the RGB, Depth, and
Normals modalities. In the fusion stage, a channel embed-
ding [22] is utilized to combine ternary features to f fused

and passed through the decoding step for semantics predic-
tion.

3.3. Panoramic Token Mixer Decoder

The vanilla All-MLP decoder employed in earlier
works [35] lacked adaptivity to object deformations, which
weakens the token mixing of panoramic data. A novel
deformable token mixer, the DMLPv2, was proposed by
Zhang et al. [41] and is demonstrated to be effective and
lightweight for both spatial and channel-wise token mixing.
We leverage the DMLPv2 token mixer approach at each l-
th level of our framework, as depicted in Fig. 6, which is
denoted as:

f̂l = DPE(f fused
l ) (3)

f̂l = PX(̂fl) + CX(̂fl) (4)

f̂l = DMLP(̂fl) + CX(̂fl) (5)

f decoded
l = UpSample(̂fl) (6)

Figure 6. Panoramic decoder stage with fused features from RGB,
Depth, and Normals modalities.

The Channel Mixer (CX) of the DMLPv2 consid-
ers space-consistent yet channel-wise feature reweighting,
strengthening the feature by emphasizing informative chan-
nels. Focusing on spatial-wise sampling using fixed and
adaptive offsets, respectively, the Pooling Mixer (PX) and
Deformable MLP (DMLP) are used in DMLPv2. The non-
parametric Pooling Mixer (PX) is implemented by an aver-
age pooling operator. The adaptive data-dependent spatial
offset ∆DMLP

(i,j,c) is predicted channel-wise.
Finally, to output the prediction for Nclass semantics

masks, the decoded features from the four steps are concate-
nated and given to a segmentation header module, depicted
in Fig. 1.

4. Experiments

4.1. Datasets

For the purpose of evaluating our suggested cross-modal
framework for interior settings, we use three multi-modal
equirectangular semantic segmentation datasets. In each of
our tests, we resize the input image to 512× 1024, and then
we compute evaluation metrics, such as Mean Region In-
tersection Over Union (mIoU), Pixel Accuracy (aAcc), and
Mean Accuracy (mAcc), using the MMSegmentation IoU
script3.

Stanford2D3DS dataset [2] contains 1713 multi-modal
equirectangular images with 13 object categories. We split
the data from area 1 to area 6 for training and validation in
a manner similar to Armeni et al. [2], using a 3-fold cross-
validation scheme, and we give the mean values across the
folds. Furthermore, the publicly accessible code4 is used to
compute the panoramic HHA [16] modality using the ap-
propriate depth and camera parameters.

Structured3D dataset [44] offers 40 NYU-Depth-
v2 [29] object categories, 196515 synthetic, multi-modal,
equirectangular images with a variety of lighting setups.
In line with Zheng et al. [44], we establish typical train-
ing, validation, and test splits as follows: scene 00000 to
scene 02999 for training, scene 03000 to scene 03249 for
validation, and scene 03250 to scene 03499 for testing. For

3https://mmsegmentation.readthedocs.io/en/0.x/
4https://github.com/charlesCXK/Depth2HHA-python



all of the tests we conduct, we use rendered raw lighting
images with full furniture arrangements.

Matterport3D dataset [5] The 10800 panoramic views
in the Matterport3D [5] collection are represented by 18
viewpoints per image frame, necessitating an explicit con-
version to an equirectangular format. Second, the asso-
ciated semantic annotations are spread among four files
(xxx.house, xxx.ply, xxx.fsegs.json, and xxx.semseg.json).
We employ the open-source matterport utils5 code for post-
processing, where the mpview script is used to produce an-
notation images and the preparepano script is used to stitch
the 18 images that were taken into a 360-degree panorama.
For our trials using the 40 object categories, we created own
training, validation, and test splits, refer to appendix.

4.2. Implementation Details

With an initial learning rate of 6e-5 programmed by
the poly strategy with power 0.9 over the training epochs,
we train our models using a pre-trained SegFormer MiT-
B26 RGB backbone on the RTXA6000 GPU. For Stan-
ford2D3DS [2], Structured3D [44], and Matterport3D [5]
experiments, there are 200 training epochs, 50, and
100 respectively. The optimizer AdamW [19] is em-
ployed with the following parameters: batch size 4, ep-
silon 1e-8, weight decay 1e-2, and betas (0.9, 0.999).
Random horizontal flipping, random scaling to scales
of {0.5, 0.75, 1, 1.25, 1.5, 1.75}, and random cropping to
512×512 are added for image argumentations. Deformable
Patch Embedding module (DPE), refer to Sec. 3.2, is used
for the panoramic encoder stage-1 and a conventional Over-
lapping Patch Embedding (OPE) module [35], for the other
stages of our framework. More specific settings are de-
scribed in detail in the appendix.

We conducted our tests for the following fusion con-
figurations: RGB-only, RGB-Depth, RGB-Normal, RGB-
HHA, and RGB-Depth-Normal, RGB-Depth-HHA, and
RGB-Normal-HHA. In our tests, we only use pathways
and modules in our encoding-decoding stages and skip any
unnecessary parts of our framework based on these com-
binations. For example, in the CM-FRM and FFM mod-
ules discussed in Sec. 3.2, we employ bi-directional fea-
tures for cross-modal interactions for the RGB-Depth sce-
nario, whereas for the RGB-Depth-Normal situation, we
use routes that lead to tri-directional interactions across the
features.

4.3. Experiment Results and Analysis

We carry out comprehensive tests on multimodal seg-
mentation datasets for indoor settings to demonstrate the
effectiveness of our proposed architecture of cross-modal
fusion using panoramas. We employ the aforementioned

5https://github.com/atlantis-ar/matterport utils
6https://github.com/huaaaliu/RGBX Semantic Segmentation

Method Modal 3-fold Val.
mIoU (%) mAcc (%)

Trans4PASS+ [41]

RGB

52.04 63.98
HoHoNet [30] 51.99 62.97
PanoFormer [28] 52.35 64.31
CBFC [46] 52.20 65.60
Tangent [13] 45.60 65.20
OURS 52.87 63.96

HoHoNet [30]

RGB-D

56.73 68.23
PanoFormer [28] 57.03 68.08
CBFC [46] 56.70 70.80
Tangent [13] 52.50 70.10
OURS 55.49 68.57

OURS

RGB-N 58.24 68.79
RGB-H 60.60 70.68

RGB-D-N 59.43 69.03
RGB-D-H 59.99 70.44
RGB-N-H 60.24 70.61

Table 1. Results on Stanford2D3DS [2].

training epochs, random crop-size, and batch size vari-
ables to compare our method against the current state-
of-the-art approaches Trans4PASS+ [41], HoHoNet [30],
PanoFormer [28], CMNeXt [39], and TokenFusion [34].
For a detailed description of their implementation, see the
corresponding works. While all other approaches have
been reproduced using the conditions of our experiment, the
CBFC [46] and Tangent [13] results described here are from
the related original paper. In Figure 2, Figure 7 and Fig-
ure 8, as well as in Table 1 and Table 2, are visualizations
of the quantitative results and comparisons to the state-of-
the-art.

Results on Stanford2D3DS Table 1 presents the thor-
ough comparisons between our method and other cur-
rent panoramic methods. Overall, our method delivers
cutting-edge performance in the merging of complemen-
tary modalities for semantic segmentation. Our method
produces results that are comparable to those of existing
methods [13,28,30,46] when used with RGB-Depth panora-
mas, and it further improved the results when RGB, Depth,
Normals, and HHA combinations were combined. With
RGB-HHA image-based fusion, the highest mIoU was
reached at 60.60%. By utilizing the complementary geo-
metric, disparity, and textural information, the mIoU metric
increased from RGB-only to gradually fusing Depth and
Normals, 52.87% → 55.49% → 59.43%.

Results on Structured3D We further test Structured3D
using simply RGB, Depth, and Normals, as seen in Ta-
ble 2. On the validation and test data splits, our RGB-only
model performs at the cutting edge at 71.94% and 68.34%,



Method Modal Structured3D Matterport3D
Validation mIoU (%) Test mIoU (%) Validation mIoU (%) Test mIoU (%)

Trans4PASS+ [41]

RGB

66.74 66.90 33.43 29.19
HoHoNet [30] 66.09 64.41 31.91 29.33
PanoFormer [28] 55.57 54.87 30.04 26.87
OURS 71.94 68.34 35.15 31.30

HoHoNet [30]
RGB-D

69.51 66.99 35.36 32.02
PanoFormer [28] 60.98 59.27 33.99 31.23
OURS 73.78 70.17 39.19 35.92

OURS RGB-N 74.38 71.00 38.91 35.77
RGB-D-N 75.86 71.97 39.26 35.52

Table 2. Results on Structured3D [44] and Matterport3D [5] datasets.

respectively. Additionally, by combining depth and nor-
mals data, we were able to outperform benchmark results
for (validation, test) by (+1.84,+1.83) for RGB-Depth,
(+2.44,+2.66) for RGB-Normals, and (+3.92, 3.63) for
RGB-Depth-Normals fusion.

Results on Matterport3D Table 2 shows further tri-
als using Matterport3D [5] with comparable RGB, Depth,
and Normals combinations in addition to the Struc-
tured3D [44] dataset. Our method outperforms the cur-
rent panoramic techniques in this case for both RGB-
only and RGB-Depth based semantic segmentation. Our
validation and test pair mIoU metrics values for RGB-
only and RGB-Depth, respectively, are (35.15%, 31.30%)
and (39.19%, 35.92%), respectively, when compared to the
benchmark. However, we discovered that the combina-
tion of the multi-modal fusion with normals did not result
in the expected improvement in performance, as demon-
strated in other tests, (38.91%, 35.92%) for RGB-Normal
and (39.26%, 35.52%) for RGB-Depth-Normal. Our hy-
pothesis is that the depth and normals data result in a lim-
ited amount of modal differences, and thus modal addition
may be unnecessary.

4.4. Qualitative Analysis

The segmentation outcomes of panoramic techniques are
shown in Fig. 7, which displays the findings from left to
right and from top to bottom across several indoor datasets.
Overall, our approach is able to take advantage of depth and
geometry data as well as textures from RGB, Depth and
Normal modalities and correctly identify object semantics
with a better level of accuracy, as indicated. While our base-
line Trans4PASS+ [41] accurately classifies the book shelf,
sofa, and chair in the first row, the architecture was unable to
predict the exact geometrical shapes. Using depth informa-
tion, PanoFormer [28] and HoHoNet [30] were able to es-
timate the exact geometry of the chair and bookshelf, how-
ever, former method incorrectly guessed the object class of

the sofa. The third row findings of the RGB-only and RGB-
Depth based techniques show a similar trend. When com-
pared to current state-of-the-art baselines, our method con-
sistently predicted geometric shapes that were considerably
clearer and had precise object semantics in these situations.
The approach can even handle thin structures like the neck
of a guitar and items on a dining table, as shown in the sec-
ond row.

The qualitative results of different Stanford2D3DS [2]
multi-modal combinations, including RGB-only, RGB-
Depth, RGB-Normal, RGB-HHA, and RGB-Depth-
Normal, are shown in Fig. 8 using our paradigm. While in
the scenarios shown in Fig. 8 (a) and Fig. 8 (b), using com-
plementary data from other modalities is advantageous, this
may not always be the case when the model cannot tell the
difference between the distorted door and the wall (Fig. 8
(c)), or the distorted door and the bookshelf (Fig. 8 (d)).
We hypothesize that these failed cases happened as a result
of the scene objects’ ambiguity, which makes it difficult to
distinguish using any of the accessible modalities.

4.5. Ablation Studies

In the context of panoramic semantic segmentation,
we investigated the state-of-the-art fusion architectures
CMX [22], CMNeXt [39], and TokenFusion [34]. Our
architecture, which was expanded to include a tri-modal
panoramas scenario, is inspired on CMX [22]. In order
to address panorama distortions, Deformable Patch Em-
beddings (DPE) modules, which are detailed in Sec. 3.2,
are added to these encoder’s backbone. The stages of the
panorama decoder, as defined in Sec. 3.3, have not changed.
We employ two versions of CMNeXt [39], one with and one
without a Self-Query Hub (SQ-Hub), with the former ver-
sion demonstrating the ability to handle up to 81 modalities
with minimal overhead and processing demands. Further-
more, it is expected that SQ-Hub will soft-select informa-
tive features while remaining robust to sensor failure.



Figure 7. Results of multi-modal panoramic semantic segmentation for the RGB-only, RGB-Depth, and RGB-Depth-Normals methods
are visualized. For RGB segmentation, we use Trans4PASS+ [41] baseline, which employs the same SegFormer MiT-B2 backbone [35]
with Deformable Patch Embeddings (DPE) and DMLPv2 decoder as ours, as detailed in Sec. 3.3. PanoFormer [28] uses a cutting-edge
panoramic transformer-based architecture for RGB-Depth segmentation, while HoHoNet [30] is built on pre-trained ResNet-101 [17] in
conjunction with a sophisticated horizon-to-dense module. Our strategy leverages RGB-Depth-Normal fusion to improve performance by
utilizing all available features.

Figure 8. Visualization of semantic segmentation results for our framework using Stanford2D3DS [2] for RGB-only, RGB-Depth, RGB-
Normals, RGB-HHA, and RGB-Depth-Normals (top-to-bottom) combinations. By utilizing complementary traits, our method was suc-
cessful in identifying deformed and visually identical building structures like doors in columns (a) and (b). Under ambiguity, we were
unable to differentiable between the distorted door and the wall or the deformed door and the bookcase in columns (c) and (d), respectively.



Method Modal Stanford2D3DS [2] Structured3D [44] Matterport3D [5]
mIoU (%) mAcc (%) mIoU (%) mAcc (%) mIoU (%) mAcc (%)

OURS - TokenFusion [34]

RGB-D

58.88 68.57 62.58 70.54 36.48 49.30
OURS - CMNeXt (S) [39] 56.49 66.27 68.35 76.54 35.38 49.71
OURS - CMNeXt [39] 54.27 64.13 69.31 78.12 34.99 49.42
OURS 55.49 66.02 70.17 77.88 35.92 49.24

OURS - TokenFusion [34]

RGB-N

57.86 67.39 62.76 70.91 35.71 48.92
OURS - CMNeXt (S) [39] 53.61 63.26 68.47 76.82 33.10 46.32
OURS - CMNeXt [39] 50.47 60.83 68.62 76.99 33.80 47.02
OURS 58.24 68.79 71.00 78.68 35.77 50.39

OURS - TokenFusion [34]

RGB-H

59.06 68.07 − − − −
OURS - CMNeXt (S) [39] 55.70 65.79 − − − −
OURS - CMNeXt [39] 52.48 62.78 − − − −
OURS 60.60 70.68 − − − −
OURS - CMNeXt (S) [39]

RGB-D-H
57.62 67.80 − − − −

OURS - CMNeXt [39] 54.54 64.22 − − − −
OURS 59.99 70.44 − − − −
OURS - CMNeXt (S) [39]

RGB-D-N
55.72 65.86 69.55 77.50 35.18 49.79

OURS - CMNeXt [39] 54.65 64.53 69.11 77.54 35.55 50.09
OURS 59.43 69.03 71.97 79.67 35.52 50.01

OURS - CMNeXt (S) [39]
RGB-N-H

55.45 65.24 − − − −
OURS - CMNeXt [39] 52.50 62.19 − − − −
OURS 60.24 70.62 − − − −
OURS - CMNeXt (S) [39] RGB-D-N-H 55.55 65.33 − − − −
OURS - CMNeXt [39] 54.48 64.21 − − − −

Table 3. An analysis of the various cross-modal fusion techniques applied to the encoder stages of our multi-modal panoramic architecture.

Table 3 compares { RGB-Depth, RGB-Normals, and
RGB-HHA } bi-modal fusion, { RGB-Depth-Normal,
RGB-Depth-HHA, and RGB-Normal-HHA } tri-modal fu-
sion, and { RGB-Depth-Normal-HHA } quad-modal fu-
sion. Overall, the CMX [22] technique we adopted had
greater performance. Our methodology, which uses Token-
Fusion [34] for feature extraction and fusion, performs well
on the Matterport3D [5] dataset, although it lags behind
Stanford3D2DS [2] and Structured3D [44] by a wider mar-
gin. Thanks to Self-Query Hub (SQ-Hub), our approach to
using encoded features from CMNeXt [39] performs com-
parably across datasets with fewer computational overload.
However, in the majority of cases, in our panoramic trials,
we have observed similar outcomes without SQ-Hub.

5. Conclusion
In this work, we revisit multi-modal semantic segmen-

tation at the pixel level for a holistic scene understat-
ing. Through a cutting-edge panoramic encoder design, we
present the framework with distortion awareness and cross-
modal interactions. Our encoder learns severe object defor-

mations and panoramic image distortions with equirectan-
gular representations, and leverages feature interaction and
feature fusion for cross-modal global reasoning in RGB-
X panoramic segmentation. Our architecture produces su-
perior performance on indoor panoramic benchmarks us-
ing RGB-Depth, RGB-Normal, and RGB-HHA combina-
tions. Furthermore, we rebuild our cross-modal panoramic
encoder to learn textual, disparity, and geometrical features
using tri-modal (RGB-Depth-Normals) fusion, hence re-
moving the requirement to compute HHA representations
while maintaining the same performance. One major draw-
back of our method is that having two or more input streams
active at once typically results in a large rise in complexity,
refer to appendix. We’ll look for techniques to combine
multi-modal panoramas and 3D LiDAR data in the future
with the least amount of processing effort possible.
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