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\textbf{ABSTRACT} Interest in the context of reading holds special significance as it serves as a driving force for learning and education. By understanding and leveraging students’ interests, educators can create more effective and enjoyable learning environments that promote personalized learning experiences, enhanced comprehension, deep understanding, and motivation. A multimodal approach integrating gaze and physiological data could provide a more comprehensive and accurate assessment of interest levels. The goal of this study is to measure the level of interest experienced by users when reading newspaper articles by integrating gaze data and physiological responses. An experiment was conducted which recorded the gaze and physiological data from 13 university students reading 18 newspaper articles collected from the BBC news database. An SMI eye-tracker and an Empatica E4 wristband were used synchronously to capture the user’s eye movements and physiological data. To predict the interest levels of the participants, a manual feature extraction-based approach and a deep learning-based approach were employed. The interest levels were divided into four-class and binary based on the responses from the participants. A CNN-LSTM model using the gaze features outperformed other models in terms of accuracy and F1-score with 52.8% and 51.8 for four-class and 82.3% and 81.7 for binary classification using leave-one-document-out and leave-one-participant-out cross-validation, respectively.

\textbf{INDEX TERMS} Affective-computing, eye-tracking, physiological sensing, reading analysis.

\section{I. INTRODUCTION}
Understanding what it is that drives humans, how motivation works, and what interest really is, has been a subject of research since well before the rise of digital technology. Interest, a word so often used, is nonetheless difficult to express as a single concept. Therefore several definitions exist based on aspect and context. In the fields of psychology, sociology, and education research, it is generally accepted that interest is “a construct that characterizes a person’s special relationship with an object (contents, topics, special subject, and object domain)” [1]. Numerous researchers link it to academic achievement [2], [3], [4], or define it as a motivational variable that is the foundation of productive learning [5], [6], [7].

Interest is also studied in terms of recall: information that an individual finds interesting is longer and more easily retained than non-interesting information [8]. According to Hockenbury and Hockenbury, emotions consist of the following three components: physiological response, expressive behavioral response, and subjective experience [9]. As the results in the works of Izard et al., Silvia et al., and Libby et al. suggest, interest seems to encompass these qualities as well [5], [10], [11], [12]. Thus, physiological outputs of the
human body provide enticing access to measure interest and motivation.

Interest in the context of reading has special importance, since learning and education are predominantly accomplished through the act of reading. Understanding what facilitates the urge to read can greatly help in designing documents that make for a more efficient human-document interaction. The cognitive processes in the mind of a reader are mirrored by their eyes: prompting changes in pupil diameter, blinks, fixations, saccades, and regressions [13], [14]. Thus, eye-tracking is a straightforward choice for interest detection during reading tasks. Heart rate behavior is another physiological channel where emotions and thus interest, too, can be efficiently measured [15], [16], [17], [18]. Using a wristband as a detector has the advantage of being extremely unobtrusive, and thus introduces practically no distraction during the reading task. The findings of the research by Giradi et al. demonstrated that the emotions of developers while programming can be detected using a minimal set of biometric features and sensors put on a single wearable device (Empatica E4) [19]. The minimum set of sensors measured using the Empatica E4 wristband was successfully identified, which can be used in an experimental protocol for detecting emotions during software development tasks [19].

Autonomous nervous system impulses are consistently the building blocks of cognition or emotion. Heart rate variability, electrodermal activity, and skin temperature are physiological indicators of an individual’s affective state during moments of arousal, engagement/interest, boredom, and anger. Research has been conducted on the relationship between various emotional states, engagement, and learning to empower the experience of learning. These data have previously been measured via Electroencephalogram (EEG), Electrocardiogram (ECG), Electrooculography (EOG), Galvanic Skin Response (GSR), Eye-Tracking (ET) and Electrodermal activity (EDA) but wristbands today collect physiological data equally effectively. Such portable and unobtrusive devices allow data collection with reduced restraints compared to traditional laboratory devices. Brishotel et al. evaluated the disparities in information processing on screen and paper using an E4 wristband and an eye tracker, and the results indicated that portable devices such as the E4 are well tailored for monitoring mental workload [20].

In our previous two studies, data from the eye tracker and Empatica E4 wristband were separately evaluated using conventional machine learning methods by manually extracting features from gaze data [21], and physiological signals [22]. The fundamental objective of this study is to have different degrees of interest identified using the raw attributes of the eye tracker and the Empatica E4 wristband for the same recorded data. Additionally, the previously achieved outcomes using conventional machine learning-based methods will be compared to the outcomes obtained through the deep-learning based approach. The deep learning models, such as a One-dimensional Convolutional neural network (1D CNN), CNN-LSTM (long short-term memory) [23], and a Fully Convolutional Network (FCN) [24] were implemented to extract high-level features from raw sensor input, minimizing the strenuous task of explicitly extracting features from the gaze and physiological data.

In the prior work, interest classification was computed using conventional machine learning models such as Random Forest (RF) and Support Vector Machine (SVM), which required manual feature extraction and domain expertise. Meanwhile, deep learning models have the benefit of extracting high-level features from raw sensory input and generating better outcomes [25], [26], [27], [28], [29]. The proposed method can handle temporal dependencies in the data, which is important for physiological data classification tasks and can learn from data with different levels of abstraction, allowing them to capture both low-level and high-level features in the data. Figure 1 provides an overview or flowchart of the proposed system and facilitates a comparison between two distinct approaches: the conventional machine learning-based approach and the deep learning-based approach for interest detection. It illustrates the flow of data and processing steps involved in the proposed system, emphasizing the main stages and their connections. Many of the prior studies for cognitive/affective state detection utilize traditional manual feature extraction-based approach, and the effectiveness of using deep learning models are less explored. Therefore, the following research aims are the main focus of this work.

- Predicting reader interest using a deep learning-based approach and comparing the outcomes with a manual feature extraction-based approach.
- Evaluating whether combining multiple sensing modalities could leverage cognitive state prediction in a person.
Examining how person-specific predictions compare against generalized prediction models.

In order, the paper is structured as follows: Section II offers an explanation of the technical background and prior research in the domain of detecting motivation and interest through sensor-based approaches. Section III details the techniques used to examine the interest in reading, including eye-tracking and physiological data analysis. Section IV summarizes the assessment methods used and the results obtained. Section V explores the study’s research inquiries, challenges, and constraints. Lastly, Section VI concludes the paper.

II. RELATED WORK
The physiological aspect of interest offers an attractive possibility for measurement using biological sensors - and indeed, there are a quite a few studies where sensor data has been used to gauge interest and motivation in humans [39].

Since the human body has numerous physiological outputs where the interest can potentially be measured, it seems logical to assume that the combination of sensor data from these different channels could enhance the efficiency of interest detection. Whether that is always so, is not a straightforward task to answer, given the potentially differing time scales and varying noisiness of these modalities. That is why an important part of our work consists of examining the classification accuracy in the case of excluding individual modalities from the physiological signals.

Numerous studies aiming for the detection of interest, motivation, or cognitive states in general have been found, where a fusion of outputs from different physiological sensors is used (Table 1). These studies investigate the respective emotions not only through the use of different techniques but also in different contexts. Since the various settings emphasize different cognitive functions, and thus interest, motivation, and related emotions potentially manifest differently, each of these studies constitutes another piece in the greater puzzle.

In some of these settings, participants are typically less active and have more of the role of an observer. For instance, Suzuki et al. and Shigemitsu et al. both measure interest levels for participants watching movies using EEG and EOG signals [30], [31]. Vecchiato et al. examine the effect of interruptions in visual materials: here, participants watch documentaries that are interrupted by commercials, and the gender-based differences in the resulting positive/negative emotions, interest, and memory are detected [33].

Other studies measure interest and motivation in settings where a more active, more creative disposition is encouraged in the participants, such as reading and learning. Azcarraga et al. measure interest, excitement, frustration, as well as confidence when participants are figuring out mathematical problems, and academic emotions are predicted based on brainwaves and mouse activity [32]. Asteriadis et al. estimate user behavior in an e-learning environment, based on eye gaze and head pose detection, by measuring whether the user is frustrated or struggling to read, is distracted, tired/sleepy, is not paying attention, or is full of interest [34]. By both Mota et al. and Kapoor et al., the learners’ posture analysis (based on video monitoring and pressure sensors in the chair) is used to gauge the level of interest while solving a constraint satisfaction game [35], [36]. However, while the former’s primary interest lies in the detection of different interest levels (high, medium, or low interest, taking a break, and boredom), the latter’s main concern is the feasibility of using a combination of different modalities to detect interest/disinterest. In addition, Mota et al. also use computer screen activity data for the detection, while by Kapoor et al. the game state information is a non-physiological modality to detect interest.

The goal of Arroyo et al. is not only the detection of the emotional state (interest, frustration, excitement, confidence) of the learner while using an adaptive multimedia tutoring system but also the application of the measured information by providing adaptive emotional support to the student [37]. The focus of both Ishimaru et al. and Brishet et al. is the detection of attention and cognitive states in a learning scenario in the context of human-document interaction [20], [38]. In particular, in the former study, the cognitive states of learners are quantified based on the signals from an eye tracker and a thermal camera while they are reading a textbook, while the authors in the latter investigate the effects of text semantics and music on attention and mind wandering while reading a document.

Researchers have utilized eye tracking technology and physiological sensors to gather data and infer readers’ cognitive and affective states. Eye tracking technology has been employed to monitor eye movements and gaze patterns during reading. By analyzing fixations, saccades, and reading speed, researchers have attempted to identify markers of attention, comprehension, and interest. Changes in eye movement patterns, such as increased fixations or longer dwell times on specific text passages, can indicate heightened interest or cognitive processing.

Physiological sensing techniques, including measures like heart rate, skin conductance, and facial expressions have also been employed to capture readers’ emotional and cognitive responses during reading. These physiological signals can provide insights into readers’ arousal, valence, and emotional engagement. For instance, an increased heart rate or enhanced skin conductance may indicate heightened interest or emotional response to specific text content. The combination of eye tracking and physiological sensing allows for a more comprehensive understanding of readers’ interest levels. Integrating these modalities enables researchers to investigate the dynamic interplay between cognitive processing, visual attention, and emotional responses during reading. Table 2 outlines the advantages and disadvantages of employing different sensing techniques to understand users’ cognitive states.

The context for interest detection in the present work is human-document interaction. Gauging the learners’ interest reliably in this setting has singular importance, since the vast majority of learning at school and university happens...
TABLE 1. Studies from the period 2005-2020 where a combination of different sensors was used to measure interest, motivation, and cognitive states. ‘Y’ (yes) and ‘N’ in each row represents which sensors were used and not used in these studies.

<table>
<thead>
<tr>
<th>Study</th>
<th>EEG</th>
<th>EOG</th>
<th>ECG</th>
<th>GSR</th>
<th>ET</th>
<th>EDA</th>
<th>Video capture of</th>
<th>Blue eyes</th>
<th>Thermal camera</th>
<th>Pressure sensors</th>
<th>Mouse activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suzuki et al. [30]</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Shigemitsu et al. [31]</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Azcatraca et al. [32]</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>Vecchiato et al. [33]</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Asteriadis et al. [34]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Mota et al. [35]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Kapoor and Picard [36]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Arroyo et al. [37]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Ishimaru et al. [38]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Brishiel et al. [20]</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

TABLE 2. The table showing the benefits and limitations of estimating users’ cognitive states using various sensors.

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides objective and real-time data</td>
<td>Technical challenges in data collection and interpretation</td>
</tr>
<tr>
<td>Offers insights into cognitive and affective states</td>
<td>Potential discomfort or distraction caused by the sensors</td>
</tr>
<tr>
<td>Helps identify areas of high interest or comprehension difficulties</td>
<td>Variability in individual responses and interpretations</td>
</tr>
<tr>
<td>Offers opportunities for personalized reading experiences</td>
<td>Ethical considerations regarding privacy and data usage</td>
</tr>
<tr>
<td>Can aid in the development of adaptive reading systems</td>
<td>Limitations in generalizing findings to real-world reading contexts</td>
</tr>
</tbody>
</table>

through reading. Efficient detection of interest opens the door not only for improving adaptive learning assistance in an intelligent learning system, but also for designing documents that facilitate learning performance in students.

III. METHODOLOGY

The system was designed to record eye movements and the physiological signals from the participants. An SMI REDn Scientific 60Hz remote eye tracker, along with an Empatica E4 wristband, was used to record the data. The gaze data recorded from the eye-tracker has a timestamp, left and right gaze coordinates (x and y with the screen edges as the coordinate system), and the pupil diameter of the left and right eye. The physiological data collected from the E4 wristband sensor includes 3-axis Acceleration (ACC; 32Hz), Blood Volume Pulse (BVP; 64Hz), Electrodermal activity (EDA; 4Hz), Skin Temperature (TEMP; 4Hz), and Heart Rate (HR; 1Hz). Figure 2 represents the raw sensor signals recorded from a single participant based on the ratings provided for interest for different documents. Interestingly, the EDA could be seen rising for high-interest response whereas decreasing for low-interest response, but vice versa could be observed for temperature. For the analysis, the preprocessed data was segmented using a sliding window algorithm with a window size of 10 seconds and 50% overlap. The flowchart depicting the proposed system can be seen in Figure 1.

A. MANUAL FEATURE EXTRACTION-BASED INTEREST DETECTION

Two separate feature calculations proposed by Jacob et al. [21], [22] are followed, and the concatenation of the future dimensions was performed to investigate the effect of the sensor fusion.

1) GAZE FEATURES

The raw gaze data was preprocessed to extract the fixations and saccades. From the extracted fixations and saccades, 17 features including the fixation duration, saccade length, saccade speed, regression length, regression speed, count of saccades, and regressions were computed [21]. The pupil diameter and the blink frequency were also extracted from the raw gaze data. The statistical features such as mean and standard deviation were computed for the extracted gaze features and used to train the model for interest classification. The previous works [21], [22] contain the mathematical analysis relevant to this study.

2) WRISTBAND FEATURES

The phasic and tonic components of the EDA signal were computed after preprocessing the EDA signal from the E4 wristband, as shown in Figure 3. In addition, the slope of the tonic component and the peak amplitudes for the phasic component were calculated.

From the BVP signals, the heart rate (HR) and the inter-beat intervals (IBI) were retrieved. The mean and standard deviation were computed for the BVP and HR data, and the difference in the mean and standard deviation of the HR amplitude during the task and baseline was estimated. Figure 4 shows the raw and cleaned BVP signal and the extracted heart rate data. Similarly, the mean and standard deviation of the skin temperature (TEMP) were calculated, and the slope of the TEMP signal was obtained. In total,
18 statistical features listed in the original work were calculated for the classification task [22].

3) CLASSIFICATION

A Support Vector Machine (SVM) [40], [41] and a Random Forest classifier [42], [43] were utilized to predict the interest level of the participants. SVM works by finding the optimal hyperplane that maximizes the margin between the different classes of data, and then using this hyperplane to classify new data points. SVM is particularly effective in handling high-dimensional data and can handle complex data sets with a high degree of accuracy. The features from the eye tracker and features from the E4 wristband were used separately and combined as well for training the classifiers. The random forest classifier chooses random subsets of training data to build decision tree sets, and then utilizes the combined votes of these trees to determine the category of the test data.

Choosing the right hyperparameters (such as C, kernel, and gamma in SVM, and the number of estimators, maximum tree depth, maximum features, minimum samples required to split an internal node, and minimum samples required to be at a leaf node in Random Forest) is significant, but it’s not an easy task. In our method, a 3-fold grid search cross-validation was employed to optimize the hyperparameters. This method exhaustively searches through a predefined set of parameters.
and identifies the ones that yield the highest score during validation. A list of parameters were passed as arguments to the classifiers. Additionally, it was used in different iterations of the cross validation to determine which parameters were most optimally used. A four-class and a binary classification task were performed based on the responses from the participants. In the four-class classification task, the labels ranged from ‘1’ to ‘4’, with ‘1’ representing the least interesting and ‘4’ representing the most interesting. For the binary classification, the labels ‘1’ and ‘2’ were combined and indicated as ‘not interested’, while the labels ‘3’ and ‘4’ were combined and indicated as ‘interested’.

B. DEEP LEARNING-BASED INTEREST DETECTION

The deep neural networks reduce the need for feature engineering as they can learn high-level features in the hidden layers, decreasing the complexity of the flow and the amount of labor required while simultaneously improving the likelihood of obtaining the relevant information, which is sometimes unavailable even to domain specialists. By integrating layers, the layer-based structure of the neural network allows the creation of a wide range of deep learning architectures. For time series classification based on multimodal physiological signals, a one-dimensional convolutional neural network turned out to be efficient in extracting relevant information from raw sensor signals, facilitating better classification [44].

In addition to the machine learning classifiers, a deep learning model based on 1D CNN [45], CNN-LSTM, and FCN [24], [46] has been implemented for interest detection. Contrary to the machine learning classifiers, the main advantage of using a deep learning model is that it can learn high-level features from raw sensor signals, and manual feature extraction is not required, which requires domain expertise. The deep learning models were trained from the raw sensor input of the eye tracker and the physiological signals from the E4 wristband to predict interest.

1) FCN

FCN is a variant of convolutional neural networks (CNNs) and is particularly suited for time series classification tasks because it can learn features that are invariant to translation and scaling. The network can learn patterns in the data that occur at different points and can recognize these patterns regardless of their location or scale.

The FCN model consists of three convolutional blocks for each signal followed by a Global Average Pooling layer and the branches are concatenated and fed to one or more fully connected dense layer. Each convolutional layer applies a set of filters to the input time series, and the output of each layer is passed through a non-linear activation function such as the

**FIGURE 5.** Multichannel fully convolutional network architecture (FCN) depicting the different layers and the hyperparameters used.
rectified linear unit (ReLU) function. The fully connected layers then process the output of the convolutional layers to make the final classification. The advantage of using FCN for time series classification is that it can handle variable-length time series without the need for padding or truncation. The model architecture is shown in Figure 5.

2) CNN-LSTM

CNN-LSTM is a type of neural network architecture that combines convolutional neural networks (CNNs) and long short-term memory (LSTM) networks. The basic idea behind CNN-LSTM is to use CNNs to extract local features from the time series data and use LSTMs to capture long-term dependencies in the data.

The architecture of CNN-LSTM typically consists of a series of convolutional layers followed by one or more LSTM layers. The convolutional layers are used to extract local features from the time series data, which are then passed to the LSTM layers. The LSTM layers are used to capture long-term dependencies in the data and make the final classification. The advantage of using CNN-LSTM for time series classification is that it can handle both local and global patterns in the data. The convolutional layers are particularly effective at capturing local patterns such as spikes and dips, while the LSTM layers can capture global patterns such as trends and seasonality. The architecture of the CNN-LSTM model and the 1D CNN model is shown in the Figure 6.

IV. EVALUATION

An experiment involving 13 university students reading 18 newspaper articles was conducted to compare the proposed approaches, investigate effective features, and discuss future challenges.

IV. EVALUATION

An experiment involving 13 university students reading 18 newspaper articles was conducted to compare the proposed approaches, investigate effective features, and discuss future challenges.
in data collection. The newspaper articles were selected from BBC news, as they seemed to better capture the purpose of the experiment than any other text. To capture the reader's interest, a wide range of topics from different platforms, such as technology, politics, sports, and cooking were obtained. Before the experiment, all participants were informed about the purpose of the study, and the experiment was carried out with their consent.

Table 3 presents the questionnaires administered to the participants after reading each article. The questions in the survey comprised of different aspects, including the participants’ subjective comprehension (Q1), their level of interest in the article (serving as ground-truth) (Q2), and a question specifically related to the article aimed at assessing objective comprehension (Q3). The participants were required to rate both Q1 and Q2 on a scale ranging from 1 to 4, with 1 representing the lowest rating and 4 denoting the highest rating.

The recordings were made in two sessions of one hour each to avoid eye fatigue, and these were conducted in a controlled environment. The eye-tracker and the desktop were maintained in a stable position. The lighting of the room was controlled environment. The eye-tracker and the desktop were set so as not to affect the gaze data (pupil diameter). The calibration was done after reading every document to avoid errors or shifts in the gaze points.

B. EVALUATION PROTOCOL

Three distinct cross-validation techniques were used to separate the data for training and testing. In the leave-one-participant-out cross-validation (LOPOCV) technique, the data from a single participant was set aside as the test set, while the data from all the remaining participants was used for training the model. This process was repeated iteratively for each participant, and the resulting accuracies were averaged to obtain the overall performance evaluation of the model. By evaluating the model’s performance on multiple test sets that consist of data from different participants, a more robust assessment of the model’s ability to generalize to unseen data could be obtained. The averaged accuracies across these iterations provides an overall performance evaluation that accounts for individual differences among participants.

The leave-one-document-out cross-validation (LODOCV) technique involves excluding the data of a single document from the training set and utilizing it as the test set. This process was repeated iteratively for each document in the study, similar to the LOPOCV approach. By employing LODOCV, it is possible to gain a more profound understanding of how well the model generalizes to unseen documents and obtain insights specific to the individual documents used in the study. The person-specific technique [47] was another strategy used for data splitting, in which data from a single participant (each document used as a test from the same participant) was split for training and testing. The same procedure was followed in other participants, and the average accuracy was derived from all participants. Given that each person’s involvement or interest is different, this strategy offers a more personalized way for interest detection.

C. RESULTS

For the manual feature extraction-based approach, a random forest and an SVM model were trained to predict the interest of the participants, which is used as a baseline for comparison. The extracted features from the gaze data and the Empatica E4 were used to train the models, and the accuracy, f1-score, precision and recall were computed individually and by the combination of features. In terms of accuracy and f1-score, the SVM model outperformed the random forest model. The results of the feature extraction-based approach only included the better performing SVM model, while the Random Forest results were omitted, as they have been mentioned in our previous works [21], [22]. The target labels ranged from 1-4 where 1 represents ‘not at all interested (0%)’, 2: ‘some of it (30%)’, 3: ‘most of it (60%)’ and 4: ‘all of it (100%)’. The SVM achieved a classification accuracy of 41.5% and a f1-score of 39.4 when using LOPOCV. When using LODOCV, the SVM achieved an accuracy of 47.2% and a f1-score of 44.6.

In addition to the four-class classification, a binary classification was also performed by combining the ground truth labels one and two with being indicated as not-interested and three and four combined with being indicated as interested. For the binary classification, similar to the four-class classification, the SVM model with the combination of E4 features and eye movements achieved better classification accuracies of 68% and 71% in LOPOCV and LODOCV, respectively.

For the deep learning-based approach, a CNN and CNN-LSTM model using gaze features, a Fully Convolutional Neural Network (FCN) using physiological features, and the combination of CNN-LSTM and FCN network using the gaze and E4 data were implemented to detect the interest among the users. From Table 4 it was observed that the CNN-LSTM model using the gaze features outperformed the SVM in terms of accuracy for both four-class and binary classification with LOPOCV and LODOCV. The CNN-LSTM model, when applied with the LOPOCV technique, demonstrated a notable performance improvement of 14% for binary classification in terms of accuracy. Similarly, when employing the LODOCV method, there was a 10% improvement in accuracy. These improvements indicate the efficacy of the CNN-LSTM model and the effectiveness of the cross-validation approaches in enhancing the model’s performance.

However, the combination of gaze and E4 features with CNN-LSTM and FCN models did not yield the expected results across all evaluation metrics. Despite the anticipation that incorporating gaze and E4 features would enhance the models’ performance, they did not exhibit the desired impact on metrics such as accuracy, F1-score, or other evaluation measures. This suggests that the selected features were not adequately informative of effectively leveraging these particular feature combinations. A CNN model was also utilized...
TABLE 3. The survey used for the experimental design.

<table>
<thead>
<tr>
<th>No.</th>
<th>Questionnaire</th>
<th>Type</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>How much of the article did you understand?</td>
<td>Subjective comprehension</td>
<td>1-4 (1 being least and 4 highest)</td>
</tr>
<tr>
<td>Q2</td>
<td>How much of the article did you find interesting?</td>
<td>Interest level</td>
<td>1-4 (1 being least and 4 highest)</td>
</tr>
<tr>
<td>Q3</td>
<td>Question related to the article</td>
<td>Objective comprehension</td>
<td>Multiple choice</td>
</tr>
</tbody>
</table>

TABLE 4. Summary of classification results using machine learning and deep learning models for Leave One Participant Out (LOPO) and Leave One Document Out (LODO) cross-validation.

<table>
<thead>
<tr>
<th>Models</th>
<th>Features</th>
<th>Validation</th>
<th>Binary Accuracy</th>
<th>F1 Score</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1 Score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>Gaze + E4</td>
<td>LOPO</td>
<td>68</td>
<td>65</td>
<td>65.1</td>
<td>64.1</td>
<td>41.5</td>
<td>39.4</td>
<td>38.2</td>
<td>39.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LODO</td>
<td>71</td>
<td>70</td>
<td>68.7</td>
<td>69.2</td>
<td>47.2</td>
<td>44.6</td>
<td>44.2</td>
<td>43.7</td>
</tr>
<tr>
<td>FCN</td>
<td>E4</td>
<td>LOPO</td>
<td>60.8</td>
<td>59.2</td>
<td>59.1</td>
<td>59.8</td>
<td>28.3</td>
<td>27.8</td>
<td>27.1</td>
<td>28.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LODO</td>
<td>61.4</td>
<td>60.1</td>
<td>59.9</td>
<td>60.6</td>
<td>33.9</td>
<td>32.0</td>
<td>31.7</td>
<td>32.4</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>Gaze</td>
<td>LOPO</td>
<td>82.3</td>
<td>81.7</td>
<td>82.1</td>
<td>80.2</td>
<td>46.2</td>
<td>46.7</td>
<td>47.6</td>
<td>45.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LODO</td>
<td>80.5</td>
<td>80.2</td>
<td>80.4</td>
<td>79.6</td>
<td>52.8</td>
<td>51.8</td>
<td>52.4</td>
<td>50.5</td>
</tr>
<tr>
<td>CNN-LSTM + FCN</td>
<td>Gaze + E4</td>
<td>LOPO</td>
<td>71.5</td>
<td>70.2</td>
<td>69.5</td>
<td>70.6</td>
<td>42.7</td>
<td>40.2</td>
<td>39.1</td>
<td>41.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LODO</td>
<td>70.9</td>
<td>69.3</td>
<td>69.1</td>
<td>69.2</td>
<td>46.1</td>
<td>45.9</td>
<td>45.2</td>
<td>46.4</td>
</tr>
</tbody>
</table>

FIGURE 9. Confusion matrices for the four class interest level classification where labels are 1 : ‘not at all interested (0%)’, 2 : ‘some of it (30%)’, 3 : ‘most of it (60%)’ and 4 : ‘all of it (100%)’.

The Pearson correlation of the features for each participant with the level of interest was plotted, and it was observed that the level of subjective comprehension of a person has a high impact on the level of reading interest in Figure 12. Similarly, objective comprehension also had a positive correlation with the level of interest for each participant. The correlation between features and labels was observed to be comparatively trivial, although a higher correlation was expected. With a few exceptions, each participant’s correlation varied considerably for each feature. This convinced us that physiological predictions are not just document-dependent, but also user-dependent. Pearson correlation was chosen as it aligned with the specific goals and context of our study. Furthermore, in our research area, Pearson correlation has commonly been employed in previous studies, enabling meaningful comparisons and ensuring consistency in the literature.

V. DISCUSSION

In addition to the two cross-validation techniques, which are person and document-independent, a participant-dependent cross-validation technique was also implemented since the interest levels could be unique and vary depending on the participants reading the text. In the person-dependent approach, each document from the same participant was left out for testing, and the average accuracy was estimated. Figure 9 shows confusion matrices as the comparison. As expected, it was observed that there was a significant increase in accuracy using this approach, as the results were uniquely dependent on the particular person and more personalized.

V. DISCUSSION

This section provides a comprehensive discussion of the contributions made by this study, furnishing a detailed analysis of their significance and impact. Additionally, it sheds light on the challenges encountered throughout the study and addresses the limitations that may have influenced the research outcomes.

A. DEEP LEARNING-BASED OR MANUAL FEATURE EXTRACTION-BASED APPROACH

In the previous two studies [21], [22], the interest prediction of readers was based on a manual feature extraction-based approach, such as SVM and Random forest. While the
manual feature extraction approach has been widely used and provided initial insights into interest prediction, there was room for improvement in terms of prediction accuracy. The reliance on preselected features can limit the ability to capture all the complex and nuanced patterns that influence reader interest. Consequently, the accuracy of the predictions may not fully capture the subtleties and dynamics of readers’ preferences. The reason for selecting SVM and Random forest for our analysis was that both are less prone to overfitting compared to other machine learning algorithms, making it useful when the available data is limited. Random forest also provides a measure of feature importance, which can be useful in feature selection or feature engineering.

In this work, an interest detection method employing raw features with deep learning-based approaches was implemented, which yielded an increase in the efficiency of interest prediction. A comparison was performed between the classification results achieved using an SVM model and deep-learning models. From the achieved results, it could be concluded that the predictions were significantly improved using just the raw gaze features through the deep learning-based approach (see Table 4). The CNN and CNN-LSTM based models were able to outperform the accuracy obtained using the SVM model, which used a combination of features from the gaze and E4. The primary aim of this study was to evaluate whether deep learning-based techniques could surpass manual feature extraction-based approaches in terms of prediction accuracy, and the findings indicated that deep learning-based models could be exceedingly beneficial in detecting cognitive states such as interest or engagement in a person for a reading task. The main benefit of utilizing deep learning models for interest prediction is to nullify the workload of extracting the most relevant features for classification purposes, which also requires high domain expertise. The labor involved in determining the most relevant features from the physiological and eye gaze data could be negated with the deep learning-based architecture.

### B. CONTRIBUTIONS OF EACH SENSING MODALITY

The combination of sensing modalities from the eye-tracker and E4 wristband generated better prediction accuracy for the manual feature extraction-based approach than a single sensor, but the raw gaze data alone provided a considerable performance boost for the deep learning-based approach. The CNN-LSTM model with the raw gaze features significantly improved the classification accuracy, but intriguingly, the combination of the sensing modalities did not enhance the performance as compared to using only gaze features. The FCN model was trained using physiological signals from E4 and then concatenated with the CNN-LSTM model to compute the results by fusing both sensors. The prediction results from the sensor fusion utilizing deep learning models were only modestly improved compared to the accuracy of the SVM classification. The raw gaze features using deep learning could be more accurate predictors for cognitive state estimation in an individual. Even though the performance of the deep learning models with the combination of sensor signals was comparable to the manual feature extraction-based approach, the raw gaze features from the eye tracker using deep learning models proved to be a better choice for predicting interest.

Lin et al. investigated the impact of the classification results at the sensor and signal levels and removing the EDA signal reduced the accuracy and weighted F1 score for affect recognition, providing an explanation at the signal level [25]. Similarly to their work, the variability in model performance was examined by excluding each type of signal from the E4 wristband. Each modality was left out to detect interest, with the aim of understanding the importance of each physiological signal in predicting the interest among users. Similar to the outcomes obtained by Lin et al., it could be observed from Table 5 that the accuracy was lowest when the EDA signal was removed, but the omission of ACC and BVP had little to no impact on the model’s performance.

![FIGURE 10](image1.png) The plot showing the difference in accuracy per participant using a CNN-LSTM model with a person dependent and person independent approach.

![FIGURE 11](image2.png) The interest ratings provided by the participants for all the documents used in the experiment.
FIGURE 12. Pearson’s correlations between interest and extracted features for each participant.

TABLE 5. The binary classification accuracy omitting each modality from Empatica E4. A decreased accuracy indicates the importance of the modality.

<table>
<thead>
<tr>
<th>Modalities</th>
<th>Accuracy</th>
<th>F1-Score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without ACC</td>
<td>58.77</td>
<td>56.50</td>
<td>57.24</td>
<td>55.65</td>
</tr>
<tr>
<td>Without BVP</td>
<td>58.17</td>
<td>54.89</td>
<td>54.32</td>
<td>55.14</td>
</tr>
<tr>
<td>Without Temp</td>
<td>56.78</td>
<td>55.26</td>
<td>56.73</td>
<td>54.29</td>
</tr>
<tr>
<td>Without EDA</td>
<td>53.29</td>
<td>51.17</td>
<td>50.66</td>
<td>51.86</td>
</tr>
</tbody>
</table>

FIGURE 13. Pearson’s correlations between interest and other surveys.

C. PERSON AND DOCUMENT DEPENDENCY

Depending on the context, a person’s cognitive state can differ significantly, and each person has a distinct method for approaching a problem. To investigate how person-specific predictions compare against generalized models, interest was estimated at a person-specific level by using the data from a single participant as training and test. Every person’s level of interest when reading a particular context can vary greatly, and what captures one individual’s attention might not have the same effect on someone else.

To address this individuality, a CNN-LSTM model with raw gaze features was developed and implemented using a person-specific approach. This person-specific approach involved adapting the model to each individual’s unique characteristics and preferences. By considering these individual factors, the model significantly outperformed the generalized models in accurately detecting interest levels. In fact, the person-specific CNN-LSTM model demonstrated a remarkable performance improvement of nearly 50% per participant compared to the other models. To illustrate the impact of this person-specific approach on interest detection, Figure 10 showcases the variance in accuracy among different participants. The plot provides a visual representation of the accuracy scores for each individual, highlighting how the person-specific approach influenced the accuracy levels in detecting interest. It is possible to observe variations in accuracy across the participants, which further emphasize the importance of considering individual characteristics and preferences in interest detection.

The reading experiment included a diverse range of materials, covering various categories such as technology, politics, sports, business, history, food, and more. Each participant engaged with these materials, and their responses varied significantly based on their individual level of interest. The experiment aimed to estimate the participants’ subjective perceptions of interest in relation to the different documents provided.

The selection of newspaper articles from BBC News was motivated by their perceived ability to align closely with the purpose of the experiment. By choosing articles from this source, the aim was to ensure a certain level of credibility, accuracy, and depth in the information provided. To further engage the readers and maintain their interest throughout the experiment, the importance of incorporating a diverse range of topics was recognized. In order to achieve this, the search was expanded beyond a single platform, and articles were gathered from different sources and platforms. This approach allowed us to capture a broader spectrum of subjects that appeal to a wide range of readers.

By including articles from various domains such as technology, politics, sports, cooking, and more, the aim was to...
provide a rich and varied dataset that would cater to the diverse interests of readers. Additionally, an attempt was made to mitigate any potential biases associated with a single news source by incorporating articles from multiple platforms. It should be noted that different platforms often have their own editorial preferences, writing styles, and perspectives, which can introduce biases into the dataset. The aim was to create a more balanced and representative collection of texts by incorporating articles from various sources.

Figure 11 serves as a reference in assessing the participants’ ratings for each document. Notably, document number 7 received consistently high ratings, indicating that it was perceived as highly interesting by a majority of the participants. Conversely, document number 16 received the lowest ratings and was considered the least interesting among the participants. An additional analysis of the data revealed interesting insights regarding the categories of the documents. It was observed that the document with the highest number of votes for being highly interesting belonged to the *technology* category. This suggests that the participants found the technological content engaging and captivating. On the other hand, the document that received the lowest number of votes, indicating the least interesting response, belonged to the *history* category. This suggests that the historical content failed to generate significant interest among the participants.

Due to the varying responses elicited by diverse documents, a comprehensive cross-validation procedure was implemented, employing the Leave-One-Document-Out Cross-Validation (LODOCV) approach. This methodology enabled a rigorous assessment and verification of the models employed in the experiment, thereby guaranteeing the reliability and robustness of the outcomes.

The correlation plot depicted in Figure 12 provides insights into the relationship between hand-crafted features and the level of interest. It indicates that there were significant variations in the correlation between gaze features and interest level across individual participants. This observation led to the conclusion that physiological predictions, derived from gaze features, are more reliant on the characteristics of individual users rather than the content of the documents themselves. In other words, the correlation between gaze features and interest is more user-dependent than document-dependent.

Figure 13 presents the Pearson correlations between the level of interest and other measures that were not included in the proposed methods. Notably, there is a high correlation between comprehension of a document and interest in reading. This finding aligns with our intuition that interest can only be experienced if the person understands the text. It reinforces the notion that comprehension plays a vital role in the perception and engagement of interest during reading. While the integration of user actions into the estimation task may have limited application scenarios, Figure 13 demonstrates that incorporating user actions improves the performance of interest estimation. This indicates that additional user actions, beyond gaze features alone, can contribute to a more accurate assessment of interest levels.

**D. LIMITATIONS**

Even though the deep learning-based approach provides more flexibility and is more effective in cognitive state prediction, there are certain limitations like the lack of data, expensive training due to complex data models, and high demand for computational power. For the evaluation, the data was collected from 13 participants reading 18 different documents, and that might not be enough to train complex deep learning models. It also requires extensive hardware for performing complex mathematical calculations. The Empatica E4 recorded data at lower sampling frequencies, which could explain why the FCN model did not function well with the physiological data as expected. Initially, the expectation was that the raw physiological features recorded from the E4 wristband would yield better prediction results when combined with a deep learning-based approach. However, the actual results were comparable to those achieved using a manual feature extraction-based approach. This suggests that the deep learning model’s performance did not significantly benefit from the raw physiological features, indicating that the relationship between these features and interest was not effectively captured by the model. For future work, the plan is to use more sophisticated sensors with higher sampling frequencies that could facilitate cognitive state detection using deep learning models.

The integration of gaze and E4 features with CNN-LSTM and FCN models did not produce the anticipated outcomes across all evaluation metrics. Further investigation and analysis are required to understand the reasons behind the suboptimal performance of the combined gaze and E4 features with CNN-LSTM and FCN models. The combination of gaze and E4 features was anticipated to provide complementary information, with gaze features capturing visual attention and E4 features capturing physiological signals. However, the unexpected results suggest that the information provided by these features might not be as complementary as initially assumed. This could indicate that the features are capturing redundant or irrelevant information, hindering the models from effectively leveraging their combined power. The quality and reliability of the gaze and E4 features are also crucial factors to consider. The combined feature approach could have been influenced by issues such as noise, outliers, or inconsistencies in the collected data. Likewise, it is possible that the chosen model architectures or hyperparameter settings were not optimal for effectively integrating the gaze and E4 features. Given the unexpected results, future directions involve investigating alternative feature combinations, exploring different model architectures, or considering additional relevant factors that may enhance the performance of interest detection models.

The selection of thirteen university students as participants in the experiment may indeed be considered a limited and potentially biased sample. While the study provides some
valuable insights, the small sample size of thirteen participants limits the generalizability of the findings to a broader population. As university students represent a specific demographic group with unique characteristics, the results may not be representative of the general population. Different age groups, educational backgrounds, and cultural factors could influence reading behaviors and eye-tracking patterns. Despite our attempt to maintain a balanced gender distribution in our experiment (with six male and seven female participants), the unequal representation of male and female participants poses challenges in drawing conclusions that can be uniformly applied to both genders.

The extensive evidence supports that gender influences reading strategies, comprehension, and eye movement patterns, thus emphasizing the importance of equal gender representation in research studies. Additionally, the fact that only two out of the thirteen participants were familiar with eye-tracking technology introduces another potential bias. Participants with prior experience using eye-tracking devices may exhibit different eye movement patterns and reading behaviors compared to those who are unfamiliar with the technology. This familiarity could impact the accuracy and reliability of the eye-tracking data, and subsequently influence the classifications derived from it. To address these limitations, future studies could benefit from a more diverse participant pool that includes individuals from various age groups, educational backgrounds, and gender identities, which would help to improve the external validity and enhance the generalizability of the research findings.

Another limitation of our work was the participant leniency in the responses collected as ground truth. The articles collected for the experiment were carefully segmented to induce varying levels of interest in the participants, but more participants tended to rate the documents as highly interesting, which led to an imbalance in the class distribution. For future work, the plan is to implement a system with preset conditions that could reduce the disparity in class distributions and ensure better ground truth collection.

VI. CONCLUSION AND FUTURE WORK
The study aimed to measure the level of interest experienced by users while reading newspaper articles by integrating gaze data and physiological responses. A multimodal approach was adopted, combining gaze data and physiological measurements, to provide a comprehensive and accurate assessment of interest levels. The experiment involved 13 university students reading 18 newspaper articles obtained from the BBC news database. To predict the participants’ interest levels, two approaches were employed: a manual feature extraction-based approach and a deep learning-based approach. The outcomes demonstrated that the deep learning-based approach is more effective than the manual feature extraction-based approach in predicting the cognitive state of an individual, such as interest or engagement. A CNN-LSTM based model with the raw gaze features achieved the highest accuracy of 52% for four-class classification and 82.3% accuracy for binary classification. A person-dependent approach was employed for more personalized predictions and to estimate the interest level specific to an individual, and the accuracy per participant in this approach was observed to be better than the generalized approach. To assess the significance of physiological signals in detecting interest, each modality of the Empatica E4 wristband was omitted, and it was observed that the EDA signal is significantly relevant in interest detection. These findings contribute to the understanding of interest in the context of reading and offer potential applications for personalized learning experiences, enhanced comprehension, and motivation in educational settings. Further research in this area can explore ways to enhance the assessment of interest and its impact on learning outcomes.

The future tasks involve creating a system capable of identifying interest or motivation levels during reading in real-time, using gaze and physiological data, and implementing interventions in the form of feedbacks, alerts, or notifications that can improve reading skills and optimize the reading environment. In the future, it may be possible to personalize text for readers with greater accuracy, considering their individual reading preferences and presenting them with more engaging data. This could involve augmenting and anticipating the user’s thought processes, as well as taking into account their state of mind and level of fatigue. Furthermore, this research could be expanded to create a teaching assistant that would provide teachers with more profound insights into their students’ learning and understanding. Ultimately, this could lead to better designed articles and a more satisfying human-computer interaction experience.
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