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ABSTRACT
Neural language models play an increasingly central role for language processing, given their success
for a range of NLP tasks. In this study, we compare some canonical strategies in language modeling
for low-resource scenarios, evaluating all models by their (netuned) performance on a POS-tagging
downstream task. We work with ve (extremely) low-resource dialects from the Indic dialect
continuum (Braj, Awadhi, Bhojpuri, Magahi, Maithili), which are closely related to each other and
the standard mid-resource dialect, Hindi. The strategies we evaluate broadly include from-scratch
pretraining, and cross-lingual transfer between the dialects as well as from different kinds of off-the-
shelf multilingual models; we nd that a model pretrained on other mid-resource Indic dialects and
languages, with extended pretraining on target dialect data, consistently outperforms other models.
We interpret our results in terms of dataset sizes, phylogenetic relationships, and corpus statistics, as
well as particularities of this linguistic system.

RÉSUMÉ
Stratégies inter-langues pour la modélisation des langues à faibles ressources : étude sur cinq

dialectes indo-aryens

Les modèles de langue neuronaux jouent désormais un rôle central en traitement automatique des
langues, grâce à leurs performances sur de nombreuses tâches du domaine. Dans cet article, nous
étudions le développement de tels modèles pour des langues (très) peu dotées, à savoir cinq langues du
continuum dialectal indo-aryen (braj, awadhi, bhojpuri, magahi, maithili), toutes très proches du hindi,
une langue moyennement dotée. Nous comparons plusieurs stratégies classiques par l’adaptation
(netuning) et l’évaluation sur la tâche d’étiquetage en parties du discours. Ces stratégies incluent
le pré-entraînement à partir de zéro ainsi que le transfert entre dialectes et depuis des modèles
multilingues existants. Nous constatons qu’un modèle préentraîné sur d’autres dialectes et langues
indiennes moyennement dotées avec poursuite du préentraînement sur les données du dialecte cible
surpasse systématiquement les autres modèles. Nous interprétons nos résultats à la lumière de la taille
des jeux de données et de leurs propriétés statistiques, des relations phylogénétiques entre dialectes,
ainsi que des particularités de ce système linguistique.

KEYWORDS: Language modeling, low-resource, Indic languages, cross-lingual transfer, POS
tagging.
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MOTS-CLÉS : Modèles de langue, peu dotée, langues indo-aryennes, transfert cross-lingue,
étiquetage morpho-syntaxique.

1 Introduction

In the last decade, natural language models have made tremendous progress on multiple tasks (Kalyan
et al., 2021). Many recent advances in natural language processing (NLP) owe credit to neural models
that are pretrained over large quantities of unlabeled text, such as BERT (Devlin et al., 2019). Data
inequity over the vast range of the world’s languages has led efforts to “transfer” these data-hungry
neural models from resource-rich languages such as English and Spanish, to lower-resource languages
(Wu & Dredze, 2019), with many studies focusing on phylogenetic closeness between the source and
target languages as one of the important factors determining the results (Lin et al., 2019; Dhamecha
et al., 2021; Patil et al., 2022).

Indic NLP, or NLP for Indian languages,1 has also made corresponding advances, with the release of
large corpora, language models, and benchmarks for 18 “major” Indian languages (Kakwani et al.,
2020). However, there are hundreds of other languages and dialects in India, many of them spoken
by millions of people, such as Rajasthani, Kannauji, Garhwali, and others, that have non-existent or
nascent NLP research (Bafna et al., 2022).

We work with a typical real-world situation, with ve (extremely) low-resource North Indian dialects
belonging to the Indic language family—namely, Braj, Awadhi, Bhojpuri, Magahi, Maithili. These
languages bear close relationships with Hindi, a mid-resource dialect2 although with a number of
morphosyntactic and lexical divergences. We compare strategies for language modeling for low-
resource languages, using a part-of-speech (POS) tagging downstream task for evaluation. We report
that relatedness at the level of the language family between the pretraining languages and the target
language benets downstream performance. However, while comparing low-resource dialects as
sources for a particular target dialect in a transfer setup, the results are less explained by phylogeny
than by corpus domain match and lexical overlap. Finally, we nd that extended pretraining shows
consistent benets. We hope that these experiments will raise an interest in NLP for these dialects,
and constitute a starting point for other work in this context.

2 Related Work

Recently, there have been some attempts to develop basic NLP tools and resources for some of the
prominent languages of the Indic continuum. Mundotiya et al. (2021) collect monolingual data and
POS-tagged corpora for Bhojpuri, Maithili, and Magahi, also providing CRF baselines for POS
tagging. Priyadarshi & Saha (2020) collect a monolingual corpus for Maithili as well as some
POS-annotated data,3 Ojha (2019) contribute a similar effort for Bhojpuri, and Ojha et al. (2020)

1The word “Indic”, depending on context, is used to refer to both the subfamily of the Indo-European family spoken in
India (e.g. Hindi, Bengali, Marathi), and the Indian languages in general (including non-Indo-European languages such as the
Dravidian family of languages). In this paper, unless otherwise mentioned, we use the rst, phylogenetic, sense of the term.

2In this work, we will refer to Braj (bra), Awadhi (awa), Bhojpuri (bho), Magahi (mag), Maithili (mai), and (standard)
Hindi as “dialects” belonging to the “macrolanguage” of the dialect continuum that forms the “Hindi” heartland of India. This
terminology is not intended to have political connotations.

3Not publicly available.
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Hindi Awadi Bhojpuri Magahi Maithili Meaning

dýa: r@he: ho: dýa:t” @ha:i dýa:t” ba: dýa: h@i dýa: r@h@l @Ùh i (you) are going
l@ãkA: l@ãkA: l@ika: l@i:ka: l@ãkA: boy (nom.)
b@t”:a:ja:/ k@:h lija: b@t”:a:v@t” k@h@l k@h@lie: k@h@lhun told (completive)
a:pki: a:p@n a:p@n @p@n @ha:nk your (hon., fem. sing. obj)
b@h@n b@hin b@hin b@hin b@hin sister

Table 1: Examples of cognates. Braj is not included due to lack of data. Since the Devanagari script
is phonetically transparent, phonetic similarity is visible both in IPA and in Devanagari (not shown).

provide monolingual data and some parallel data for Bhojpuri and Magahi. As part of the NSURL
2019 shared task in POS-tagging for Bhojpuri and Magahi (Freihat & Abbas, 2019), Kumar M (2019)
present an SVM-based system as well as a BERT-based classier. Proisl et al. (2019) experiment
with available taggers, including a BiLSTM+CRF architecture and the Stanford tagger.

There has also been work in language modeling for “dialects” of a standard variant, accompanying,
of course, a rich literature in cross-lingual transfer to low-resource languages. Transformer-based
pre-trained multilingual models such as mBERT (Devlin et al., 2019; Conneau et al., 2020) are
often claimed to show multilingual generalization (Pires et al., 2019). There are multiple aspects
to the phenomenon of multilingual generalization, and many of them have received attention in the
NLP community. One of the primary ways in which cross-lingual ability is demonstrated is through
zero-shot transfer, i.e. a setting in which a multilingual pretrained model is trained on labeled or
supervised data in one language and performs well in another language. Early papers found that
mBERT performed remarkably well in the zero-shot setting (Pires et al., 2019; Wu & Dredze, 2019)
under certain conditions, such as similar typologies of source and target languages, but regardless
of others, such as script and common vocabulary. Since then, many studies, such as (Chai et al.,
2022; Ri & Tsuruoka, 2022), have attempted to explore these conditions; notably, Muller et al. (2021)
show that a common script indeed facilitates transfer, along with shared typological features, and
Khemchandani et al. (2021) show the same for Indic languages. Studies are split on results regarding
the relationship between subword overlap and ease of transfer. For example, K et al. (2020) show that
shared subwords play a small role in positive transfer, while Deshpande et al. (2022) argue that this is
only the case for languages with shared word order.

Research has also looked at the question of which languages may benet from large multilingual
models. For high-resource languages, it was quickly clear that monolingual models outperform or at
least match multilingual models on most tasks (de Vries et al., 2019; Martin et al., 2020). However,
ensuing studies have also found that monolingual models or language-family models can outperform
multilingual counterparts for low-resource languages (Ulčar & Robnik-Šikonja, 2020; Ortiz Suárez
et al., 2020; Armengol-Estapé et al., 2021; Micallef et al., 2022; Barry et al., 2022). In effect, there is
no clear consensus in the community on the best strategies for solving a downstream task in typical
conditions for a low-resource language, specically, limited monolingual data, a related high-resource
language, and possibly some annotated task data. This motivates our work in investigating different
cross-lingual transfer strategies in the given context of dialects from the Indic continuum.
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not, for example, take into account morphosyntactic similarity, or shared cognates that do not exactly
match. It is also possible that the corpora we use are not representative of the true distributions of the
dialects. Note that the outermost leaf in the tree, Maithili, is the only dialect whose monolingual data
does not include VarDial shared task data. Finally, we can also credit widespread borrowing of words
from Hindi with genetically more distant dialects having higher-than-expected lexical similarity.

The lexical similarity between monolingual pretraining corpora and the annotated datasets9 may also
be relevant in explaining our transfer results (see Figure 3a). Intuitively, low lexical similarity would
indicate fewer benets of pretraining. We note that the Hindi corpus has an almost perfect coverage
of the annotated datasets of all dialects including itself. This is unsurprising given its size as well as
the common subsumption of dialects on this continuum under “Hindi.”

5 Experiments

We compare different multilingual or cross-lingual transfer strategies in the context of Indic dialects,
evaluated on the downstream task of POS-tagging. We will refer to the two following operations:
“pretraining” refers to training a model on mono/multilingual raw text, “EP” or “extended pretraining”
refers to further pretraining an already pretrained model on different mono/multilingual raw text.10

All models are netuned and evaluated on the annotated dataset of the target dialect. Due to tagset
differences, we cannot attempt zero-shot transfer without performing label alignment. Finally, we do
not pretrain from scratch on Hindi data and use a publicly available Hindi pretrained model instead
(Joshi, 2022).

We use the HuggingFace transformers library (Wolf et al., 2020) for training and accessing publicly
available pretrained models. All models (including the publicly available models that we use) have a
BERT-base architecture, consisting of 12 attention heads, 12 layers, and with hidden layer size 768.
Models trained from scratch on dialect data are trained on the Masked Language Modeling (MLM)
objective for ~40 epochs, EP over pretrained models is performed for 15 epochs, and netuning is
performed over the best performing pretraining checkpoint for 5 epochs.11

Baseline As the baseline for each dialect, we use the BERT architecture described above, pretrained
from scratch on monolingual dialect data, and netuned on task data for the dialect.

Using pretrained models We report the results obtained by netuning three publicly available
large pretrained models on the POS-tagged dataset for each dialect:

• Hindi (we hereafter refer to this model as Hin-BERT) (Joshi, 2022): We use a pretrained Hindi
model12 trained on the MLM objective; we want to see how well a pretrained model in a related
mid-resource dialect transfers to a low-resource dialect.

9Calculated in the same way as for corpus lexical similarity.
10Other works may use different terms for what we call extended pretraining, or may carry out extended pretraining in a

different manner.
11Further netuning did not improve performance.
12https://huggingface.co/l3cube-pune/hindi-bert-scratch/tree/main

33



• MuRIL – Multilingual Representations for Indian Languages (Khanuja et al., 2021): The
publicly available MuRIL model represents a mid/high-resource related language familymodel.
MuRIL is trained on the MLM and Translation Language Modeling (TLM) objectives on 17
languages in total, including other Indic languages such as Marathi and Bengali, as well as
genealogically unrelated languages from the Indian subcontinent, such as Tamil and Kannada.13

• mBERT (Devlin et al., 2019):14 Finally, we also netune mBERT for each dialect; mBERT
is trained on the MLM and Next Sentence Prediction (NSP) objectives, on 104 languages,
including Indic languages, but also several other languages and language families.

We also perform extended pretraining for the MuRIL and Hin-BERT models to observe potential
benets. Specically, these models are pretrained further with an MLM objective on the monolingual
data of the target dialect, and then (like all other models) netuned and evaluated on the target dialect.
The MuRIL model was chosen over mBERT due to its better initial performance.15

Using related dialects One can use data in related low-resource dialects to boost the learning of
shared properties and similar words. We conduct the following experiments to investigate this idea:

• Pairwise transfer (D+ft): We pretrain a BERT model from scratch on monolingual data from a
low-resource source dialect, therefore excluding Hindi, and netune and evaluate it on task-
specic data of the target dialect. We do this for all possible pairs, and report the best F1
performance over all source languages for every target dialect. We would also like to draw
inference from the above setup as to which dialects perform best as sources for a given dialect,
in relation to their genealogical or other type of closeness to the target. In the D+ft setup,
however, the results are confounded by varying amounts of monolingual data available for
different dialects. Therefore, we x the monolingual as well as the evaluation data size in
tokens for all (source and target) dialects, using the minimum available dataset size (Awadhi),
and repeat pairwise transfer experiments.

• All dialects together (ABBMM+ft): In the setup, we pretrain a BERT model from scratch on
all available low-resource dialect data,16 and netune and evaluate separately on each dialect.
The aim of this experiment is to investigate how far joint training on related dialects (without a
high-resource dialect) can benet the target.

• MuRIL with EP on all dialects (MuRIL+EPABBMM+ft): Finally, we choose the best per-
forming large pretrained model from the previous set of experiments (namely, MuRIL), and
extended-pretrain it with all low-resource dialects, followed by separate netuning and evalua-
tion in each dialect.

13See more details here: https://huggingface.co/google/muril-base-cased/tree/main.
14https://huggingface.co/bert-base-multilingual-cased/tree/main
15We do not perform this experiment for Hindi, i.e. we do not do extended pretraining on Hindi data, for two reasons: rstly,

both MuRIL and mBERT have already seen Hindi data, therefore rendering this a different experiment to that with the dialects,
and secondly, in our work, our focus is on the low-resource dialects. We leave the exploration of best-performing transfer
setups for mid-to-high range resource languages to other works.

16Hindi is not included in these experiments since it would easily dominate the low-resource data, and the resulting
experiment would not be very different from Hin-BERT+ft, which we conduct separately.
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6 Results and Discussion

Monolingual Performance Within dialects, differences in performance can be explained by the
size of the annotated dataset, the amount of monolingual data, and the complexity of the tagset (see
Table 2), as well as the token coverage of the annotated dataset by the monolingual data (mono-
POS overlap, see Figure 3a). We see in Table 3 that the Maithili and Awadhi monolingual models
perform worse than the others; they also show the least mono-POS overlap. Similarly, Braj has less
monolingual and annotated data than Maithili, but still performs better, possibly because of its higher
mono-POS overlap.

Bhojpuri and Magahi, the highest resourced dialects, have baseline performances roughly on par
with {mBERT | MuRIL}+ft. Although these dialects are still very low-resource by several orders of
magnitude compared to Hindi, their datasets are already big “enough” to yield a good performance
on a relatively shallow task such POS-tagging. The transfer methods are mainly benecial for the
lowest-resourced dialects, Braj, Awadhi, and Maithili.

Pretrained models Comparing {Hin-BERT | MuRIL | mBERT}+ft, we observe that MuRIL-based
models do better than mBERT-based models on four out of six dialects. This extends the results shown
by Khanuja et al. (2021) that demonstrate that MuRIL outperforms mBERT consistently on its 17
pretraining languages. We also see that Hin-BERT and mBERT seem to perform on par, with perhaps
a slight edge to Hin-BERT, although mBERT is pretrained on much more data. This corroborates
the intuition that the relatedness of the pretraining languages with target languages could positively
affect transfer results, “compensating”, in a way, for less data. However, the fact that these pretrained
models differ in their pretraining objectives must be kept in mind while making observations about
the effects of pretraining languages.17

The increase in performance over the monolingual baseline with pretrained models, especially for
Hin-BERT+ft, can also be contextualized by crosslingual lexical similarity between monolingual
corpora (see Figure 2a). We see that Braj, Awadhi, and Bhojpuri show the highest lexical similarity
with Hindi. This explains the jump in performance for low-resource Braj and Awadhi (whereas for
Bhojpuri, which already has a good amount of monolingual data, training on Hindi causes worsening).

Extended pretraining EP helps consistently; language-specic pretraining possibly serves to
expose the model to non-cognate words or language specic constructions in the target language.
The only performance drop is observed for Maithili; monolingual EP slightly worsens performance
in both Hin-BERT+ft and MuRIL+ft. This accords with our earlier observation of the low Maithili
mono-POS overlap, and its possible effects.

Using other dialect data The best performing single-language transfer from another low-resource
dialect, i.e. the D+ft model, does better than the monolingual model for dialects with little monolingual
data, namely, Braj, Maithili and Awadhi, and worse for the higher resourced dialects i.e. Bhojpuri and
Magahi. ABBMM+ft always does better than D+ft, presumably because the model sees monolingual
data in the target dialect as well as more related dialect data in general. We also observe that

17Note that the training data of mBERT does include Hindi and other Indic languages; however, these are naturally accorded
less “space” or percentage of training data as compared to with MuRIL or simply a Hindi pretrained model.
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ABBMM+ft is on par with {mBERT | MuRIL}+ft even for dialects without much monolingual data;
again, this indicates that models pretrained on roughly of a few million tokens, even from closely
related dialects, perform comparably with much larger (language family or other) multilingual models
(pretrained on three orders of magnitude more data) for a downstream POS-tagging task. It is possible
that this is not the case for tasks requiring more language understanding.

Pairwise transfer with equal dataset size By xing dataset sizes for all dialects, we aim to directly
compare different dialects as (pretraining) sources for a given target dialect.18 The resulting F1 scores
are presented in Table 4a. We see that the differences in performance for a given dialect with different
pretraining dialects are much lower than before. Interestingly, we observe that for Awadhi, Hindi, and
Maithili, it is better to pretrain on a different dialect than itself. This can be partially understood in
view of similarities between different dialect corpora and annotated datasets (Figure 3a), although
these similarities are calculated over the full datasets rather than same-sized subsets. For example,
we see that the Maithili POS-dataset has lower lexical overlap with the Maithili corpus than with the
Bhojpuri corpus. A similar argument holds for Awadhi.

We also use these scores (Table 4b) to extract a dendrogram of language relatedness, with the
hypothesis that this may recover a phylogenetic tree, which would mean that genetically close dialects
behave similarly as sources and targets. We use the 0-1 normalized mean source-target performance
of each pair of dialects as their “similarity” score19 (Figure 3b). The resulting tree is not in fact a
good representation of the phylogenetic tree of these dialects; the effect of genealogy seems to be
outweighed by other factors, possibly including lexical overlap due to borrowings, and domain match.

Takeaways The takeaways from the results can be summarized as follows:

• Multilingual models pretrained on (a) data from the same language family, (b) a closely related
high-resource dialect, (c) “general” multilingual data, as well as (d) low-resource closely related
dialects are all good candidates for base pretrained models (to be netuned on task data), with
(a) consistently outperforming the others. Their relative performance can be interpreted as a
function of the relatedness of the pretraining corpus languages, and the amount of such data.

• Among closely related dialects, the best performing source dialect pretrained model may be
determined by lexical overlap or domain match with the target dialect annotated data rather
than phylogenetic closeness between the source and target dialects; in general, especially for
lower-resource dialects, closely-related dialect data helps performance.

• Extended pretraining, even on very little data, consistently helps. The best performing models
are obtained by extended pretraining MuRIL with either monolingual data (for Bhojpuri and
Braj) or all dialect data together (for Awadhi, Maithili, and Magahi).

18Although we do also x the annotated dataset size, this does not mean that the downstream task is of the same difculty
for all dialects. Different datasets have different inherent difculty due to the tagset size, length of sentences, rare words, tag
distributions, etc. Therefore, it is still not advisable to make comparisons across target dialects.

19This clustering algorithm makes the assumption that the similarity of a dialect with itself is 1, or at least higher than that
with any other dialect; we therefore ignore self-source-target scores.
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7 Conclusion

In this paper, we looked at different strategies for developing language models for low-resource
languages, using ve extremely low-resource dialects belonging to the Indic continuum as a testbed.
We compared conventional pretraining and cross-lingual transfer methods, and concluded that large
pretrained models trained on the same language family (in our case MuRIL, for the Indic language
family) are particularly successful as base models, especially if followed by extended pretraining,
either monolingually or on closely related dialect data. We hope that this work contributes to building
a basic research base for the Indic dialect continuum, as well as other dialect systems.
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