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Abstract. AI models that can recognize and understand the semantics
of graphical user interfaces (GUIs) enable a variety of use cases rang-
ing from accessibility to automation. Recent efforts in this domain have
pursued the development of a set of foundation models: generic GUI
understanding models that can be used off-the-shelf to solve a variety
of GUI-related tasks, including ones that they were not trained on. In
order to develop such foundation models, meaningful downstream tasks
and baselines for GUI-related use cases will be required. In this paper,
we present interactive link prediction as a downstream task for GUI un-
derstanding models and provide baselines as well as testing tools to effec-
tively and efficiently evaluate predictive GUI understanding models. In
interactive link prediction, the task is to predict whether tapping on an
element on one screen of a mobile application (source element) navigates
the user to a second screen (target screen). If this task is solved suffi-
ciently, it can demonstrate an understanding of the relationship between
elements and components across screens and enable various applications
in GUI design automation and assistance. To encourage and support
research on interactive link prediction, this paper contributes (1) a pre-
processed large-scale dataset of links in mobile applications (18,830 links
from 5,362 applications) derived from the popular RICO dataset, (2)
performance baselines from five heuristic-based and two learning-based
GUI understanding models, (3) a small-scale dataset of links in mobile
GUI prototypes including ratings from an online study with 36 end-users
for out-of-sample testing, and (4) a Figma plugin that can leverage link
prediction models to automate and assist mobile GUI prototyping.

Keywords: Link prediction · GUI prototyping · Mobile GUIs · Online
machine learning.

1 Introduction

The goal of graphical user interface (GUI) understanding is to model the seman-
tics of a GUI by learning effective representations of user interface screens and
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their components. These semantic representations can then be used to enable
various assistive technologies related to GUI accessibility such as more effective
screen readers and voice assistants (e.g., [29, 3]) or related to GUI design and
prototyping such as GUI search or recommendation engines and design diag-
nostic tools (e.g., [23, 25]). Since GUIs are inherently multimodal, layered, and
complex, they offer a particular challenge to any single embedding or modeling
technique [18]. Recent efforts within the field of GUI understanding have thus
moved away from the development of narrow single-purpose models designed to
solve a specific GUI understanding task (e.g., icon labeling [3] or tappability
prediction [23]) in pursuit of a set of foundation models that can be used off-
the-shelf to solve a variety of GUI-related downstream tasks without requiring
any or while only requiring minimal finetuning (see, for example, [26, 15, 18]).

The development of such general GUI understanding models requires their
evaluation against a range of varied and meaningful downstream tasks. Previous
efforts in this domain have mainly focused on single-screen tasks (e.g., summa-
rization [27, 26], captioning [17], or labeling [3]). In this paper, we present inter-
active link prediction, a downstream task that requires an understanding of the
relationship between two GUI screens and their components and complements
existing downstream tasks related to screen similarity [8] and click prediction
[12]. To facilitate the development of GUI understanding models capable of in-
teractive link prediction, we provide a preprocessed large-scale dataset of links
in Android applications (18,830 links from 5,362 applications) derived from the
popular RICO dataset [7] as well as a custom small dataset of links in mobile
GUI prototypes including ratings from an online study with 36 end-users that
can be used to test the generalization of link prediction models to out-of-sample
data4. We further provide performance baselines from five heuristic-based and
two learning-based GUI understanding models inspired by recent GUI under-
standing model architectures. Finally, we present a custom plugin to the GUI
design software Figma that can be used to leverage and evaluate link prediction
models for design assistance in real-world applications4.

2 Related Work

GUI understanding techniques and datasets are tools and resources used to an-
alyze and understand the structure and functionality of screens and compo-
nents of GUI-based applications. These techniques commonly leverage super-
vised machine learning models trained on large-scale mobile GUI datasets and
have proven successful across a wide range of tasks related to link prediction
like tappability prediction [25, 29, 23] or screen transition prediction [8]. Schoop
et al. [23], for example, use the large-scale mobile GUI dataset RICO [7] to
train a visual recognition model that predicts the tappability of GUI elements

4 The datasets and source code for the models are available at
https://github.com/christophajohns/link-prediction. The source code for the Figma
plugin prototype is available at https://github.com/christophajohns/suggested-
links.
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in Android applications. Feiz et al. [8], similarly, utilize the RICO dataset to
train a model that predicts whether a pair of screenshots assumed to be part
of the same interaction trace represents the same underlying screen (e.g., rep-
resenting different scroll positions or showing a notification). Finally, Wang et
al. [26] utilize prompting of a pre-trained large language model to solve a va-
riety of single-screen GUI understanding tasks including screen summarization
and screen question answering. These efforts are emblematic of a recent devel-
opment in the field of GUI understanding: the pursuit of a set of foundational
GUI understanding models that can be used off-the-shelf to solve a variety of
interaction tasks in GUI-based applications (see, for instance, [15, 26, 18]). The
downstream task presented in this paper, interactive link prediction, supports
the development of such foundational GUI understanding models by offering a
new challenge to evaluate models’ multi-screen generalization.

3 Methodology

Interactive link prediction refers to a binary two-screen GUI classification task
that is designed to facilitate and test a model’s understanding of the relationship
between screens and components of a GUI-based application. Given a 3-tuple
(S, T, e) of a source screen S, a target screen T , and a source element e from
the same application as input, the task is to predict whether a tap gesture (i.e.,
an interaction with a single touch point) performed on the source element e
triggers a transition to the target screen T (see Figure 1). The source screen S
and the target screen T are defined as element hierarchies; the source element
e is a unique identifier for an element on the source screen S. The goal of the
interactive link prediction task is to learn a function f that can accurately predict
whether a transition occurs between the source and target screens given the
source element:

f(S, T, e) =

1 if tapping on element e on screen S triggers a
transition to screen T

0 otherwise
(1)

A model f that is able to recognize and predict interactive links should be able
to identify semantic relationships between elements and screens across source
element types (e.g., icons or buttons) and application contexts (e.g., banking
or entertainment) from the screens’ visual, structural, and textual information
alone. To provide benchmarks for such understanding, we implement, train, and
test seven link prediction models, five based on heuristics and two based on
supervised learning, on a set of links in Android applications derived from the
popular RICO dataset [7] and report accuracy, recall, and F1 scores for all models
across the preprocessed dataset.

3.1 Datasets

Our baselines utilize the RICO [7] dataset: a large-scale collection of element
hierarchies and user interactions of free Android applications from 2017. Using
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Fig. 1. Given a 3-tuple of a source screen, a target screen and a source element, the
task in interactive link prediction is to predict whether tapping on the source element
triggers a transition to the target screen. The source and target screen are represented
as view hierarchies (GUI element trees); the source element is specified by its identifier.

RICO’s [7] interaction traces as basis, we derive a sub-dataset called RICOlinks

that contains data on links in mobile GUIs using heuristic selection. In a first
step all traces with at least three screens and at least one tap gesture are filtered,
resulting in 5,726 remaining traces. Then, for each tap gesture in those traces,
three samples are constructed: (1) a positive sample representing a link from
the touched element (i.e., the node lowest in the view hierarchy whose bounds
contain the touch point; source element) on a given screen (source screen) to
the next screen in the trace (target screen), (2) a negative ’non-source’ sample
originating from a randomly selected visible5, static6 element to the true target
screen and (3) a negative ’non-target’ sample representing a link from the true
source element to a randomly selected screen from the same trace. In total,
18,830 samples are constructed for each of the three sample types, resulting in
56,790 screen pairs across 5,362 applications.

We additionally create a custom small-scale dataset of links in high-fidelity
interactive mobile GUI prototypes called Figmalinks and conduct an online
study with 36 end-users to rate a set of potential links across these prototypes.
These data can facilitate the evaluation of a model’s generalization to recent
visual design styles and from real applications to operating system-independent
high-fidelity prototypes. We, first, create a custom set of mock-ups for 4 small
applications in the GUI design software Figma spanning 4 screens each and
representing common visual styles and application categories, which are chosen
following the procedure described in [7]. The view hierarchies of these mock-ups
are then extracted using a custom Figma plugin. Next, three trained designers
with an academic degree in human-computer interaction who use GUI design

5 A node within a view hierarchy from the RICO dataset is considered visible if its
visibility or visible-to-user attribute is set to True and it has positive width
and height as well as at least part of its bounding area is within the screen bounds.

6 A node with the clickable attribute set to False.
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and prototyping tools at least once a week (all male, age ranging from 25 to
28 years) are recruited and individually tasked to add links to these previously
created static application mock-ups using Figma while thinking out loud. Finally,
we use the intersection of their three individual link sets (Fleiss’ κ = 0.978)
to form the basis for our rating task. In total, 30 designer-created links are
selected across the 4 mobile application prototypes and 16 GUI screens. These
links are then extended with a random sample of 70 additional potential links
across the 4 example applications. This resulting set of 100 potential links is
then rated by end-users in an asynchronous online study. 36 adult smartphone
users—19 female, 17 male—aged 21 to 64 (mean: 35.3; std: 15.3) are recruited
via convenience sampling and instructed to complete a rating task that asks
participants to indicate on a five-point Likert scale how strongly they expect
that tapping on a given link’s source element will open that link’s target screen.
This data adds further nuance to prediction evaluation and may be used to
validate positive predictions that lie outside the set of designer-created links. In
total, 100 links are rated by the 36 end-users—including the 30 designer-created
links—, across all 4 mobile GUI prototypes and 16 screens (Fleiss’ κ = 0.305).

3.2 Heuristic Models

To provide meaningful baselines for model evaluation, we implement five heuris-
tic models inspired by related work on information foraging theory and infor-
mation scent (see, for instance, [4]) based on rules about the text in and around
the source element and about the text on the target screen. If a model includes
a free hyperparameter, its value is tuned using mean F1 score across threefold
cross-validation via twenty iterations of Bayesian optimization on a training set
derived from the RICOlinks dataset. Our baseline model PageContainsLabel is
built upon the assumption that a target screen is accurately described by the
label of the source elements that link to it [4]. The model suggests adding a
link, if the label7 of the source element contains at least one word from the
target screen. All other heuristic models are based on a similar principle. The
LargestTextElementsContainLabel model suggests adding a link, if the label of
the source element contains at least one word of the n largest text elements
on the target screen as measured by the elements’ area on screen (n = 20). It
assumes that prominent text elements accurately describe the content of their
screen. The LabelTextSimilarity model is based on the assumption that seman-
tic text embeddings (i.e., vector representations that aim to encode the meaning
of a word or phrase) better capture the semantic similarity of two texts than
simple bag-of-words approaches, which treat texts as arbitrarily ordered collec-
tions of character sequences and typically rely on co-occurrence as a measure of
relatedness. This heuristic model uses the natural language model all-MiniLM-
L6-v2 [21], a small-footprint successor to the Sentence-BERT model that was
successfully used in the Screen2Vec GUI embedding technique [16]. The model

7 A label in the RICOlinks dataset is given by any non-empty value of a node’s text
attribute.
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suggests adding a link if the cosine similarity between the text embeddings of the
source element’s label and of text on the target screen exceeds a tuned threshold
t (here, t = 0.122). The TextSimilarity model addresses the issue that models
relying on the source element’s label are unable to predict links for common GUI
elements that do not have a label (e.g., a menu item consisting of an icon and
a text element). It suggests adding a link if the cosine similarity between the
text embeddings of the source element and of the target screen exceeds a tuned
threshold t (here, t = 0.263). The text of an element here is defined as its own
label or the labels of all its descendants if it does not have a label of its own. The
TextSimilarityNeighbors model is designed to consider non-text elements (i.e.,
GUI elements without own or descendant labels; e.g., images or icons) as well
as elements whose label is not descriptive of their target’s content (e.g., buttons
labeled ”Click here” or ”Read more”). In addition to the source element’s own
text, its embedding includes the text of the source element’s n closest neighbor-
ing leaf text elements (here, n = 2) as measured by Euclidean distance between
their bounding boxes. The model suggests adding a link if the cosine similar-
ity between the embeddings of the text in and around the source element and
of the target screen’s text exceeds a tuned threshold t (here, t = 0.292). This
context-based approach is mirrored in both learning-based GUI understanding
techniques such as Screen2Vec [16] and in non-learning based techniques like
information scent models (e.g., [4]).

3.3 Supervised Learning Models

In addition to the five heuristic models, we implement two supervised learning-
based models using binary online learning classifiers. The selection of binary
classifier included in each of the two models is detailed in Section 3.4 below. The
TextOnly model is similar in architecture and implementation to the TextOnly
model included in the Screen2Vec GUI embedding technique described in [16].
Using the same preprocessing of the TextSimilarityNeighbors model, extracting
the text in and around the source element and on the target screen and encoding
them using the all-MiniLM-L6-v2 language model, the TextOnly model labels
the concatenated embeddings using a binary random forest classifier trained with
random under-sampling. In addition to the number of neighboring leaf text ele-
ments to consider n (here, n = 6), this model includes two hyperparameters of
the random forest classifier: the number of decision trees t (here, t = 10) and the
size of the random subsets of features to consider f (here, f = 85). The Layou-
tOnly model utilizes the layout autoencoder from the original RICO publication
[7] to predict links based on the concatenated layout embeddings of the source
and target screens as well as a vector denoting the relative position and size of
the source element. As was the case with the TextOnly model above, a random
forest classifier using random under-sampling is used as the classification model
with a tuned number of decision trees t (here, t = 24) and size of the random
subsets of features to consider f (here, f = 52). The models are implemented
using Python 3.10 and the scikit-learn [20], imbalanced-learn [14], and PyTorch
packages [19]. They are trained, tuned and tested using a MacBook Pro with a
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2.3 GHz 8-Core Intel Core i9 CPU on a random split of the RICOlinks dataset
into a training (80%) and test (20%) set, ensuring similar distribution of source
element types (i.e., containing or not containing text), application categories and
number of data points per application. The models’ hyperparameters are tuned
using mean F1 score across threefold cross-validation via twenty iterations of
Bayesian optimization on the train set.

3.4 Model Selection

We explore a selection of common binary classifiers from supervised learning
literature for the task of link prediction as defined above: random forest, logis-
tic regression, and naive Bayes. These models are chosen due to the beneficial
properties of both probabilistic—being able to produce meaningful confidence
estimates—and online learning classifiers—being able to continue learning during
deployment in interactive systems. To further address the issue of class imbal-
ance in the training set, balanced variants of the classification models and imbal-
anced learning techniques (i.e., random under-sampling, random over-sampling,
SMOTE [2] and ADASYN [11]) are included. We estimate the performance of
all models based on their mean F1 score from a threefold cross-validation. We
found a random forest classifier with a random under-sampler to be the best per-
forming model for both the TextOnly and LayoutOnly models, and thus selected
it for the final implementation of these two models.

4 Experiments

Using the test set constructed from the RICOlinks dataset, the benchmark models
are compared to an additional baseline of a random classifier predicting a positive
label with a probability reflecting the frequency of true links in the RICOlinks

dataset (i.e., 0.333). While all but the TextOnly model outperform this baseline
random classifier (see Table 1), our benchmark models’ overall level of perfor-
mance is rather low, indicating the challenge of the prediction task. Among our
models, the LabelTextSimilarity model is able to most accurately predict the
links in the given test set.

Further analysis of the performance of the models by source element type
(i.e., text or non-text), all models achieve better prediction performance using
only text elements. Comparing the best model’s (i.e., the LabelTextSimilarity
model’s) performance across the ten most common application categories in the
test set, its performance generalizes well across categories with F1 scores rang-
ing from 0.496 (Entertainment) to 0.603 (Weather). To further illustrate some
of the limitations of the LabelTextSimilarity model, exemplary data points from
the true and false positives with highest heuristic decision score and false nega-
tives with lowest score are displayed in Figure 2. These cases demonstrate some
of the shortcomings of the RICOlinks dataset that is used to train and tune
the link prediction models. Both misclassifications can be traced back to misla-
beled or mismatched data from the original RICO (see false negative) or derived
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Table 1. Prediction performance of heuristic and learning-based models for links in
Android applications using the RICOlinks test set.

Model Precision Recall F1

LabelTextSimilarity 0.476 0.629 0.542
PageContainsLabel 0.543 0.450 0.492
LargestTextElementsContainLabel 0.571 0.407 0.475
LayoutOnly 0.381 0.584 0.461
TextSimilarity 0.436 0.397 0.416
TextSimilarityNeighbors 0.445 0.358 0.397
TextOnly 0.223 0.301 0.256

(Random (stratified)) 0.339 0.337 0.338

RICOlinks datasets (see false positive). For further discussion of the shortcomings
of the RICO dataset, we refer to recent reviews in [13], [6], and [28].

When applying the benchmark models to the out-of-sample data in the
Figmalinks dataset, the models are found to predict sets of links that strongly
differ from those created by human designers. For each of the seven benchmark
models, we thus compare the ratings for the predicted links and predicted non-
links across the dataset using descriptive statistics. Additionally, we construct a
baseline of human performance by comparing the ratings for the designer-created
links and the additional random set of links included in the sample.

Fig. 2. Selected true positive (left), false positive (middle) and false negative (right)
samples with highest/low decision score as determined by the best-performing model
in this evaluation. The source element is highlighted with a red frame. While the
true positive sample shows the general capability of the model to identify meaningful
relations, the false negative (result of a full-screen advertisement interrupting the screen
transition) and false positive (mismatched view hierarchy or misreported touch point)
samples illustrate limitations of the RICOlinks dataset.

The designer-created links received a mean rating of 4.281 (std: 1.211) from
the end-users, indicating a high-quality of the chosen links. The random sam-
ple of additional links not chosen by the designers, by comparison, received
a mean rating of 1.938 (std: 1.415), resulting in a considerable difference in
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mean rating of ∆ Mean = 2.342 between the two sets. If a foundational GUI
understand models achieved similar discriminative performance to the human
designers, the difference in mean rating between their predicted links and pre-
dicted non-links should be expected to fall into a similar range of this delta. All
benchmark models included in this study fail to achieve a comparable result.
The TextSimilarityNeighbors model is able to most closely match the designers’
difference in mean rating, but still performs considerably worse with ∆ Mean =
1.355. Both supervised learning-based models LayoutOnly (∆ Mean = −0.263)
and TextOnly (∆ Mean = −0.357) as well as the heuristic LabelTextSimilar-
ity (∆ Mean = −0.508) even produce negative differences where the predicted
non-links achieve a higher mean rating than the predicted links.

We further analyze the relationship between the models’ decision score (heuris-
tic models) or confidence estimate (supervised learning-based models) and the
end-user ratings by comparing the ratings for the ten predicted links with high-
est (”Top 10”) and the ten predicted non-links with lowest decision score (”Bot-
tom 10”). Only the TextSimilarity and TextSimilarityNeighbors models achieve
a comparable difference in mean rating to the designers’ sets, further suggest-
ing a limited predictive performance of the benchmark models included in this
evaluation. An additional Wilcoxon signed-rank test shows a significant differ-
ence in rating between the top ten and bottom ten predictions for all but the
LabelTextSimilarity and TextOnly models (see Table 2). Overall, our baselines
illustrate the challenge in interactive link prediction to generalize across element
types, application contexts, and available modalities.

Table 2. Comparison between the mean ratings of the ten potential links with high-
est and lowest decision score (heuristic models) or confidence estimate (supervised
learning-based models) per model, including the results of a Wilcoxon signed-rank
test. The difference in mean rating between the designer-created and random addi-
tional links in the dataset was ∆ Mean = 2.342. Note: *: p < 0.05; **: p < 0.01; ***:
p < 0.001

Model ∆ Mean Rating Top 10 (std) Bottom 10 (std)

TextSimilarity 2.556*** 4.333 (1.143) 1.778 (1.371)
TextSimilarityNeighbors 2.556*** 4.333 (1.143) 1.778 (1.371)
LayoutOnly 0.567*** 2.428 (1.663) 1.861 (1.351)
PageContainsLabel 0.336** 3.097 (1.792) 2.761 (1.715)
LargestTextElementsContainLabel 0.336** 3.097 (1.792) 2.761 (1.715)
LabelTextSimilarity 0.111 2.264 (1.604) 2.153 (1.628)
TextOnly -0.403 2.411 (1.663) 2.814 (1.664)

5 Application: ’Suggested Links’ Figma Plugin

To illustrate and facilitate potential uses of GUI understanding models capa-
ble of interactive link prediction, we present a prototype for an assistive GUI
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Fig. 3. Screenshot of a prototype in the GUI design application Figma (left). To address
the issue of system state visibility, an assistive plugin suggesting links to add, update
or remove for a given Figma prototype is implemented (right).

prototyping tool called ’Suggested Links’ that can leverage GUI understanding
models to support designers of interactive GUI prototypes. A common prob-
lem in the development and maintenance of interactive GUI prototypes is that
actively developing static GUI designs often leads to cluttered, outdated, and in-
appropriate links in their corresponding prototypes [9, 10].An example of such a
GUI prototype is shown in Figure 3 (left). We envision a system that utilizes ca-
pable link prediction models to automatically infer meaningful connections for a
given prototype, suggesting them to a designer, and reducing the required effort
to develop or maintain that GUI design. Within a research-oriented setting, the
same tool could be used to rapidly and interactively diagnose the ability of link
prediction models to accurately predict appropriate links in custom prototypes.

To demonstrate the feasibility of creating such a real-time link suggestion
system and to furthermore illustrate the promise of GUI understanding models
that can learn from user feedback, we develop a plugin to the well-known inter-
face design tool Figma, based on our presented models. The plugin computes the
set of all potential links in a given prototype and uses these potential connec-
tions as input for a pre-trained link prediction model. The resulting predictions
are then compared to the current set of links in the design and grouped into
connections that can be added, updated, or removed by the user (see Figure 3,
right). If a user decides to accept one of these suggestions, this supervisory sig-
nal can be used to update the underlying the link prediction model. We used
online learning for our benchmark models in this work to enable such seamless
model updates. However, several techniques including Reinforcement Learning
from Human Feedback (RLHF) [5] can be imagined that fulfill a similar purpose
and enable users to train a shared global model or create a personal one.
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The presented prototype is a first encounter in the direction of an AI-supported
GUI design process that saves human time and cost when developing new mo-
bile interfaces. However, our predictive benchmark models do not perform well
enough to enable suitable link suggestions and, hence, the utility of our pro-
totype is currently very limited. Still, we could demonstrate the feasibility of
integrating link suggestions with interactive feedback in a state-of-the-art GUI
design tool. To leverage the full potential such a tool, strong GUI understanding
models will be required that are capable of accurate link prediction and which
can adapt models to individual or project-specific needs. One option to achieve
this is to use interactive machine learning techniques as described above.

6 Discussion

We reflect on the pros and cons of our task definition and our provided tools for
the development and evaluation of foundational GUI understanding models.

Challenges in Interactive Link Prediction. Interactive link prediction is a chal-
lenging task within GUI understanding as it not only requires an understanding
of individual screens and their components but of the relationship between com-
ponents across screens, including non-text elements like images or icons. This
is difficult for many of the state-of-the-art GUI understanding models as they
commonly focus on either single screens (e.g., [23]) or simple components (e.g.,
[26]) and thus are likely to struggle with this task by nature of their architecture
alone. Link prediction, similarly to other challenging tasks like screen summa-
rization [27, 26] and tappability prediction [23, 25], is furthermore subject to
individual differences in perception, requiring effective GUI understanding mod-
els to handle ambiguity and contradictions in the training and testing data. The
out-of-sample GUI prototype data and its associated end-user ratings provided
in this paper may aid research in this issue.

Baseline Model Limitations. The baseline models provided here are limited due
to their reliance on unimodal text and layout-based GUI embedding techniques,
which may not be as effective in handling non-text source elements or capturing
the relationships between multiple GUI elements. They are furthermore trained
on a dataset where true links are defined to originate from the lowest element
in the screen’s element hierarchy that contains a screen transition’s touch point.
While following convention (cf. [12]), this is in conflict with common GUI de-
sign patterns and alternative approaches that have been shown to be effective
in tappability prediction (e.g., using the element highest in the view hierarchy
[25]). As a result, the baseline models’ performance appears to generalize poorly
to data from high-fidelity prototypes. Future research could explore this issue of
generalization and investigate alternative definitions for true links in the RICO
dataset. Further, we could investigate the use of computer vision-based tech-
niques (cf. [23, 8]) for improved performance in dealing with non-text elements,
as well as of multi-GUI pre-training tasks (cf. [12]) to develop more effective
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semantic representations for both real applications and high-fidelity prototypes.
Outside the domain of GUI understanding, interactive link prediction models
may benefit from taking inspiration from factual link prediction in knowledge
graphs (see, for example, [22]). While this direction is not further explored in this
work, this body of literature provides relevant insights into alternative problem
formulations for multi-screen and multi-component relationship prediction and
may aid in the development of new approaches to GUI understanding.

GUI Design Automation and Assistance. Models that can understand and ef-
fectively predict semantic relationships across components and screens as re-
quired by interactive link prediction hold great promise for design automation
and assistance. As our prototypical Figma plugin illustrates, such models could
empower designers to spend more time on their high-fidelity prototypes and au-
tomate costly maintenance tasks. Beyond this illustration, several use cases can
be imagined that enhance existing design automation tools (e.g., [24, 1]) where
rough GUI sketches are automatically translated into high-fidelity interactive
prototypes, enabling more rapid iterations in early stages of the design process.
When link prediction is accurate and efficient, it can lead to time and cost savings
in the development process, ultimately resulting in better user experiences.

Towards Foundational GUI Understanding Models. Interactive link prediction
points to future research directions in developing more accurate and tailored
models that can recognize and understand the relationships between compo-
nents and screens across parts of an application. As our Figma plugin suggests,
adapting models to specific design requirements and personal preferences of de-
signers may be an effective way to create more targeted and efficient design
tools. Employing interactive machine learning techniques or other personaliza-
tion techniques such as RLHF [5] and leveraging additional input modalities may
guide the development of foundational GUI understanding models in this vain
and further improve the efficiency and effectiveness of the design process.

7 Conclusion

In this work, we proposed a new downstream task for foundational GUI under-
standing models called interactive link prediction and implemented and evalu-
ated seven benchmark models using interactive links from real mobile applica-
tions and in high-fidelity GUI prototypes. Our analysis revealed that link pre-
diction is a challenging task that requires understanding not only of various GUI
components such as texts, images, and icons but also of their relationship on a
single screen and across multiple screens of an application. We discussed the lim-
itations of our presented datasets and benchmark models and further considered
interactive machine learning as a methodology to overcome them. Furthermore,
we showcased how interactive link suggestions can be integrated in the GUI de-
sign process by implementing a plugin for the popular GUI design application
Figma. We envision that foundational GUI understanding models that are ca-
pable of effective and adaptive link prediction can help to significantly improve
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the future GUI design process. We hope that the tools we provide here can en-
courage and support researchers who want to take up this challenge and develop
the next generation of adaptive and flexible GUI understanding models.
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