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Abstract

While recently developed NLP explainability
methods let us open the black box in various
ways (Madsen et al., 2022), a missing ingre-
dient in this endeavor is an interactive tool of-
fering a conversational interface. Such a dia-
logue system can help users explore datasets
and models with explanations in a contextual-
ized manner, e.g. via clarification or follow-up
questions, and through a natural language inter-
face. We adapt the conversational explanation
framework TALKTOMODEL (Slack et al., 2022)
to the NLP domain, add new NLP-specific op-
erations such as free-text rationalization, and
illustrate its generalizability on three NLP tasks
(dialogue act classification, question answer-
ing, hate speech detection). To recognize user
queries for explanations, we evaluate fine-tuned
and few-shot prompting models and implement
a novel Adapter-based approach. We then con-
duct two user studies on (1) the perceived cor-
rectness and helpfulness of the dialogues, and
(2) the simulatability, i.e. how objectively help-
ful dialogical explanations are for humans in
figuring out the model’s predicted label when
it’s not shown. We found rationalization and
feature attribution were helpful in explaining
the model behavior. Moreover, users could
more reliably predict the model outcome based
on an explanation dialogue rather than one-off
explanations.

Disclaimer: This paper contains material that is offensive

or hateful.

1 Introduction

Framing explanation processes as a dialogue be-
tween the human and the model has been moti-
vated in many recent works from the areas of HCI
and ML explainability (Miller, 2019; Lakkaraju
et al., 2022; Weld and Bansal, 2019; Jacovi et al.,
2023). With the growing popularity of large lan-
guage models (LLMs), the research community
has yet to present a dialogue-based interpretability

Figure 1: INTERROLANG dialogue with token-level at-
tribution and adversarial example operations. Users are
aware of IDs in the data, since we provide a dataset
viewer (not shown).

framework in the NLP domain that is both capa-
ble of conveying faithful explanations1 in human-
understandable terms and is generalizable to differ-
ent datasets, use cases and models.

One-off explanations can only tell a part of the

1While it might be tempting to use ChatGPT, we point
out the black-box nature of proprietary software: Most inter-
pretability methods require access to gradients, parameters or
training data to make faithful explanations of their behavior.
Lastly, it is not possible yet to connect other ML models to it
for generating explanations.



Figure 2: Illustration of how natural language queries from users are parsed into executable operations and their
results are inserted in INTERROLANG responses presented through a dialogue interface.

overall narrative about why a model “behaves” a
certain way. Saliency maps from feature attribution
methods can explain the model reasoning in terms
of what input features are important for making
a prediction (Feldhus et al., 2023), while counter-
factuals and adversarial examples show how an
input needs to be modified to cause a change in
the original prediction (Wu et al., 2021). Semantic
similarity and label distributions can shed a light on
the data which was used to train the model (Shen
et al., 2023), while rationales provide a natural lan-
guage justification for a predicted label (Wiegreffe
et al., 2022). These methods do not allow follow-up
questions to clarify ambiguous cases, e.g. a most
important token being a punctuation (Figure 1) (cf.
Schuff et al. 2022), or build a mental model of the
explained models.

In this work, we build a user-centered, dialogue-
based explanation and exploration framework, IN-
TERROLANG, for interpretability and analyses of
NLP models. We investigate how the TALKTO-
MODEL (TTM, Slack et al. 2022) framework can
be implemented in the NLP domain: Concretely,
we define NLP-specific operations based on the
aforementioned explanation types. Our system, IN-
TERROLANG, allows users to interpret and analyze
the behavior of language models interactively. We
demonstrate the generalizability of INTERROLANG

on three case studies – dialogue act classification,
question answering, hate speech detection – for
which we evaluate the intent recognition (parsing of
natural language queries) capabilities of both fine-
tuned (FLAN-T5, BERT with Adapter) and few-shot
LLM (GPT-Neo). We find that an efficient Adapter
setup outperforms few-shot LLMs, but that this

task of detecting a user’s intent is far from being
solved. In a subsequent human evaluation (§5.3),
we first collect subjective quality assessments on
each response about the explanation types regard-
ing four dimensions (correctness, helpfulness, satis-
faction, fluency). We find a preference for mistakes
summaries, performance metrics and free-text ra-
tionales. Secondly, we ask the participants about
their impressions of the overall explanation dia-
logues. All of them were deemed helpful, although
some (e.g., counterfactuals) have some potential for
improvement. Finally, a second user study on simu-
latability (human forward prediction) provides first
evidence for how various NLP explanation types
can be meaningfully combined in dialogical set-
tings. Attribution and rationales resulted in very
high simulation accuracies and required the least
number of turns on average, revealing a need for a
longer conversation than single-turn explanations.
We open-source our tool2 that can be extended to
other models and NLP tasks alongside a dataset col-
lected during the user studies including various op-
erations and manual annotations for the user inputs
(parsed texts): Free-text rationales and template-
based responses for the decisions of NLP models
include explanations generated from interpretabil-
ity methods, such as attributions, counterfactuals,
and similar examples.

2 Methodology

TALKTOMODEL (Slack et al., 2022) is designed as a
system for open-ended natural language dialogues
for comprehending the behavior of ML models

2https://github.com/DFKI-NLP/InterroLang

https://github.com/DFKI-NLP/InterroLang


OLID example instance: ibelieveblaseyford is liar she is fat ugly libreal snowflake
she sold her herself to get some cash !!
From dems and Iran ! Why she spoke after JohnKerryIranMeeting ?

Operation Description; Question + Explanation example

A
tt

ri
bu

tio
n

nlpattribute(instance, Desc: Feature importances on instance at (token | sentence)-level
granularity)* Q: Which tokens are most important?

E: fat, ugly and liar are most important for the hate speech label.
globaltopk(dataset, k, Desc: Top k most attributed tokens across the entire dataset
classes) Q: What are the three most important keywords for the hate speech label in the data?

E: dumb, fucking, and ugly are the most attributed for the hate speech label.

Pe
rt

ur
ba

tio
n

nlpcfe(instance, Desc: Gets number natural language counterfactual explanations for a single instance
number) Q: How do you flip the prediction?

E: By replacing liar, fat, ugly with neutral nouns and adjectives.
adversarial(instance) Desc: Gets number adversarial examples for a single instance

Q: What is the minimal change needed to cause a wrong prediction?
E: I question the timing of Dr. Ford’s statement following the #JohnKerryIranMeeting [...]

augment(instance) Desc: Generate similar instance
Q: Can you generate one more example like this?
E: I’m skeptical of her integrity and perceive her as a figure manipulated by political agendas.

R
at

. rationalize(instance) Desc: Explain an instance (prediction) in natural language (rationale generation)
Q: In natural language, why is this text hateful?
E: The text includes multiple instances of insults related to body shaming.

N
L

U

keywords(dataset, Desc: Show most frequent keywords in the dataset
number) Q: What are the most frequent keywords in the dataset?

E: USA, president, democrats
similar(instance, Desc: Gets number of training data instances most similar to the current one
number)* Q: What is an instance in the data very similar to this one?

E: @USER How is she hiding her ugly personality. She is the worst.

Table 1: Set of INTERROLANG operations. Descriptions and exemplary question-explanation pairs are added for
the hate speech detection use case (OLID). Operations marked with (*) provide support for custom input instances
received from users. This applies to single instance prediction as well (Table 8).

for tabular datasets (including only numeric and
categorical features). Our system INTERROLANG

retains most of its functionalities: Users can ask
questions about many different aspects and slices of
the data alongside predictions and explanations. IN-
TERROLANG has three main components (depicted
in Figure 2): A dialogue engine parses user inputs
into an SQL-like programming language using ei-
ther Adapters for intent classification or LLM that
treats this task as a seq2seq problem, where user
inputs are the source and the parses are the targets.
An execution engine runs the operations in each
parse and generates the natural language response.
A text interface (Figure 4) lets users engage in
open-ended dialogues and offers pre-defined ques-
tions that can be edited. This reduces the users’
workload to deciding on what to ask, essentially.

2.1 Operations

We extend the set of operations in TTM (App. B),
e.g. feature attribution and counterfactuals, towards
linguistic questions, s.t. they can be used in NLP
settings and on Transformers. In Table 1, we cat-

egorize all INTERROLANG operations into Attribu-
tion, Perturbation, Rationalization, and Data.

Attribution Feature attribution methods can
quantify the importance of input tokens (Madsen
et al., 2022) by taking the final predictions and in-
termediate representations of the explained model
into account. Next to simple token-level attribu-
tions, we can aggregate them on sentence-level or
present global top k attributed tokens across the
entire dataset (Rönnqvist et al., 2022).

Perturbation Perturbation methods come in
many forms and have different purposes: We pro-
pose to include counterfactual generation, adver-
sarial attacks and data augmentation as the main
representatives for this category. While counterfac-
tuals aim to edit an input text to cause a change in
the model’s prediction (Wu et al., 2021), adversar-
ial attacks are about fooling the model to not guess
the correct label (Ebrahimi et al., 2018). Data aug-
mentation replaces spans in the input, keeping the
outcome the same (Ross et al., 2022).



Rationalization Generating free-text rationales
for justifying a model prediction in natural lan-
guage has been a popular task in NLP (Camburu
et al., 2018; Wiegreffe et al., 2022). Such natu-
ral language explanations are usually generated by
either concatenating the input text with the predic-
tion and then prompting a model to explain the
prediction, or by jointly predicting and rationaliz-
ing. However, the task has not yet been explored
within dialogue-based model interpretability tools.

Similarity Inspired by influence functions (Koh
and Liang, 2017), this functionality returns a num-
ber of instances from the training data that are re-
lated to the (local) instance in question. Since in-
fluence functions are notoriously expensive to com-
pute, as a proxy, we instead compute the semantic
similarity to all other instances in the training data
and retrieve the highest ranked instances.

2.2 Intent recognition

We follow TTM and write pairs of utterances and
SQL-like parses that can be mapped to operations
(Table 1) as well as templates that can be filled.

We propose a novel Adapter-based solution for
intent recognition and train a model which can clas-
sify intents representing the INTERROLANG opera-
tions (e.g., adversarial, counterfactual, etc.).
We also train a separate Adapter model for the slot
tagging, s.t. for each intent we can label the rele-
vant slots. The slot types that can be recognized by
the model include id, number, class_names,
data_type, metric, include_token and
sentence_level. The training details of the
Adapter-based approach are listed in Table 9.3

The training data for intents are generated from
the same prompts that are used for baselines
(GPT-Neo and FLAN-T5-base) with the slot val-
ues randomly replaced by the actual values from
the datasets (e.g., IDs, class names etc.). Some
of the prompts are paraphrased to obtain more
diverse training data. Adapter models for in-
tents and slots are fine-tuned on top of the same
bert-base-uncased model. The performance of
this approach is compared to the prompt-based so-
lution in Table 2. We add dialogue management

3Some of the slots are crucial for the intent interpretation
and cannot be omitted (e.g., id for the show operation) while
other slots are optional and if not specified by the user the
default value is chosen. We also implement additional checks
for the case when the user input includes deictic expressions
(e.g., “this” in “show me a counterfactual for this sample”) in
which case the ID of the previous instance is selected.

in the form of parsing consecutive operations (Fig-
ure 2) and extend it with the ability to handle cus-
tom inputs and clarification questions (App. E).

3 NLP Models

We selected three use cases in NLP with BERT-type
Transformer models trained on standard datasets,
all of which we offer users to explore.

3.1 Dialogue Act classification

DailyDialog (Li et al., 2017) is a multi-turn dia-
logue dataset that covers different topics related to
our daily life (e.g., shopping, discussing vacation
trips etc.). All conversations are human-written
and there are 13,118 dialogues in total with 8 turns
per dialogue on average. We limit the training set
to the first 1,000 dialogues, the development set to
100 and the test set to 300 dialogues.

The dialogue act labels annotated in the dataset
are as follows: Inform, Question, Directive and
Commissive (see Figure 3a for the distribution of
labels). Inform is about providing information in
the form of statements or questions. Question is
used when the speaker wants to know something
and actively asks for information. Directives are
about requests, instructions, suggestions and ac-
ceptance or rejection of offers. Commissives are
labeled when the speaker accepts or rejects requests
or suggestions (Li et al., 2017). The Tranformer
model trained on DailyDialog achieves F1 score
68.7% on the test set after 5 epochs of training with
5e-6 learning rate.

3.2 Question answering

We choose BoolQ (Clark et al., 2019) as the rep-
resentative dataset which has been analyzed in the
explainability context in many works (DeYoung
et al., 2020; Atanasova et al., 2020; Pezeshkpour
et al., 2022, i.a.). Each of the 16k examples consists
of a question, a paragraph from a Wikipedia article,
the title of that article, and a “yes”/“no” answer.

We let its validation set (3.2k instances)4 be pre-
dicted by a fine-tuned DistilBERT (Sanh et al.,
2019) model5 with an accuracy of 72.11%. We
choose a smaller model, because it is more easily
deployable and more error-prone which increases
the need for explanations.

4The ground truth labels for the test set are not available.
5https://huggingface.co/andi611/

distilbert-base-uncased-qa-boolq

https://huggingface.co/andi611/distilbert-base-uncased-qa-boolq
https://huggingface.co/andi611/distilbert-base-uncased-qa-boolq


Dataset BoolQ OLID DailyDialog
Parsing model Size dev dev-gpt test dev dev-gpt test dev dev-gpt test

Nearest Neighbors - 34.69 35 34.02 33.67 35 30.26 36.73 37 32.51
GPT-Neo 2.7B 73 70 72.54 71 72 67.11 70 66 70.44

FLAN-T5-base 250M 71 71 74.18 63 66 66.67 66 63 75.86
BERT+Adapter 110M 72.55 76.86 79.33 72.55 76.86 84.25 72.55 77.69 83.94

Table 2: Exact match parsing accuracy (in %) for the datasets and their three partitions (human-authored dev
development data, dev-gpt data augmented via GPT-3.5, test set created from questions asked by participants of the
user study). GPT-Neo uses k = 20 shots in the prompt.

3.3 Hate speech detection

Hate speech detection is a challenging task to de-
termine user entries on social media if offensive.
While better models for hate speech detection are
continuously being developed, there is little re-
search on the acceptability aspects of hate speech
models. There have been a few studies on this task
in the explainability literature, mostly using attri-
butions or binary highlights (Mathew et al., 2021;
Balkir et al., 2022; Attanasio et al., 2022).

OLID (Zampieri et al., 2019) is one of the
common benchmark datasets and includes 14,100
tweets to be identified whether they are offensive.
Each row in OLID consists of text and label and
the label indicates if the twitter text is “offensive”
or “non-offensive”. A fine-tuned mbert-olid-en6

model is used to predict the validation set (2648 in-
stances) and it can achieve an accuracy of 81.42%.

4 Interpretability and Analysis
Components

For our implementation and experimental setup,
we use the following tools and methods to realize
the operations in Table 1:

Attribution Slack et al. (2022) automatically se-
lect “the most faithful feature importance method
for users, unless a user specifically requests a
certain technique”. We constrain feature impor-
tance to Integrated Gradients (Sundararajan et al.,
2017) saliency scores that we obtain from CAP-
TUM (Kokhlikyan et al., 2020), which allows easy
replacement with other saliency methods. The at-
tributions are based on subtoken-level as generated
by the underlying model, e.g. BERT in our exper-
iments. We also provide caching functionality to
pre-compute and store the scores, thus reducing the

6https://huggingface.co/sinhala-nlp/
mbert-olid-en

inference time and mitigating expensive reruns on
static inputs.

Perturbation For counterfactual generation, we
use the official Hugging Face implementation of
POLYJUICE (Wu et al., 2021)7. Adversarial exam-
ples are generated via OPENATTACK (Zeng et al.,
2021)8, where we choose PWWS (Ren et al., 2019)
as the attacker for our models on a single instance.
For data augmentation we use the NLPAUG li-
brary9 and replace some tokens in the text based
on their embedding similarity computed with the
bert-based-cased model. The percentage of words
that are augmented for each text is set to 0.3. We
display the replaced words in bold, so that the user
can easily distinguish between the original instance
and the augmented one.

Rationalization As a baseline, we use the pars-
ing model (GPTNeo) in a zero-shot setup to produce
free-text explanations based on a concatenation
of the input, the classification by the explained
BERT-type model (Marasovic et al., 2022) and an
instruction asking for an explanation. For an im-
proved version, we produce plausible rationales
from ChatGPT10 and then prompt a Dolly-v2-3B11

for few-shot rationales. The rationales are pre-
computed for all datasets.

Natural language understanding For comput-
ing the semantic similarity, we embed the data
point using Sentence Transformers (Reimers and
Gurevych, 2019) and compute the cosine similarity
to other points (excluding the instance in question)
in the respective dataset. In order to retrieve fre-
quent keywords from the whole dataset, we apply

7https://huggingface.co/uw-hai/polyjuice
8https://github.com/thunlp/OpenAttack
9https://github.com/makcedward/nlpaug

10https://platform.openai.com/docs/
api-reference/chat, March 23 version

11https://huggingface.co/databricks/
dolly-v2-3b

https://huggingface.co/sinhala-nlp/mbert-olid-en
https://huggingface.co/sinhala-nlp/mbert-olid-en
https://huggingface.co/uw-hai/polyjuice
https://github.com/thunlp/OpenAttack
https://github.com/makcedward/nlpaug
https://platform.openai.com/docs/api-reference/chat
https://platform.openai.com/docs/api-reference/chat
https://huggingface.co/databricks/dolly-v2-3b
https://huggingface.co/databricks/dolly-v2-3b


Operations Corr. Help. Sat.
M

et
ad

at
a

Show example 52.94 44.44 42.19
Describe data 89.66 87.27 87.72

Count data 56.41 44.44 45.83
True labels 58.82 64.71 72.22

Model cards 56.25 43.75 45.06

Pr
ed

ic
tio

n Random prediction 57.59 60.71 65.52
Single/Dataset prediction 53.42 53.52 54.17

Likelihood 62.86 67.50 63.41
Performance 72.50 65.79 76.19

Mistakes 81.25 68.75 77.09

N
L

U Similar examples 53.57 45.61 62.50
Keywords 60.34 54.00 60.00

E
xp

l. Feature importance 55.88 42.25 50.00
Global feature importance 50.00 50.00 31.32

Free-text rationale 62.07 62.50 65.45

Pe
rt

b. Counterfactual 40.00 27.03 21.62
Adversarial example 61.90 40.00 37.50

Augmentation 62.50 52.17 60.00

Table 3: Task A1 of the user study: Subjective ratings
(% positive) on correctness, helpfulness and satisfaction
for single turns (responses in isolation), macro-averaged
(each user has the same weight, regardless of how many
ratings they gave). Custom input operations are aver-
aged with their “regular” counterparts.

the stopwords set defined in NLTK (Bird, 2006)
and get a word frequency set. The operation can
then return the n most frequent keywords, with n
being defined through the user query.

5 Evaluation

We conduct our evaluation based on parsing ac-
curacy and two user studies. After introducing
the partitions we used to obtain the parsing (intent
recognition) results (§5.2), we describe the setup
of our human evaluation related to user experience
and simulatability (§5.3).

5.1 Datasets
FLAN-T5-base and Adapter-based models are
trained on the train set, which contains 505 pairs
of user questions and prompts. We automatically
extended the set for Adapter by filling in all possi-
ble slots with the values from the datasets (Fig. 9).
The train set is a combination of manual creation
by us and subsequent augmentation using ChatGPT.
For evaluation, we created three more partitions
(dev, dev-gpt, test) to evaluate the parsing accu-
racy, as presented in Table 2. The dev set has been
manually created by us which consists of 102 pairs
of user questions and parsed texts. To construct

Datasets Corr. Help. Sat. Flue.

BoolQ 3.6 3.3 2.5 3.1
OLID 2.9 3.4 3.0 3.1

DailyDialog 3.2 3.5 3.1 2.9

Table 4: Task A2 of the user study: Subjective ratings
(Likert scale 1-5 with 1 being worst/disagree and 5 being
best/fully agree) on correctness, helpfulness, satisfac-
tion and fluency for entire dialogues.

the dev-gpt set, we leverage ChatGPT to generate
semantically similar examples extracted from dev
set. The test set is obtained by collecting questions
of participants who participated in the user study
(§5.3). Unlike TTM, our NLP datasets don’t have
a tabular format. Therefore, we had to adjust the
parsing approach to be able to handle text inputs
relevant to our NLP tasks.

5.2 Automated evaluation: Intent recognition

To answer the question of how well are user
questions mapped onto the correct explanations
and responses, for all three use cases, we com-
pare the GPT-Neo-2.7B parsing proposed in Slack
et al. (2022) with our novel Adapter-based solution
(§2.2) and also fine-tune a custom parsing model
based on FLAN-T5-base (Chung et al., 2022).

5.3 Human evaluation

Dialogue evaluation research has raised awareness
of measuring flexibility and understanding among
many other criteria. There exist automated metrics
based on NLP models for assessing the quality of
dialogues, but their correlation with human judg-
ments needs to be improved on (Mehri et al., 2022;
Siro et al., 2022). While TTM is focused on usabil-
ity metrics (easiness, confidence, speed, likeliness
to use), we target dialogue and explanation quality
metrics.

5.3.1 Subjective ratings
A more precise way are user questionnaires (Kelly
et al., 2009). We propose to focus on two types
of questionnaires: Evaluating a user’s experience
(1) with one type of explanation (e.g. attribution),
and (2) explanations in the context of the dialogue,
with one type of downstream task (e.g., QA). An
average of the second dimension will also provide
a quality estimate for the overall system.

Concretely, we let 10 students with compu-
tational linguistics and computer science back-



grounds explore the tool and test out the available
operations and then rate the following by giving a
positive or negative review (Task A):

1. Correctness (C), helpfulness (H) and satisfac-
tion (S) on the single-turn-level

2. CHS and Fluency (F) on the dataset-level
(when finishing the dialogue)

5.3.2 Simulatability
We also conduct a simulatability evaluation (Task
B), i.e. based on seeing only an explanation plus
the original model input for a previously unseen
instance. If the participant can correctly guess what
the model predicted for that particular instance
(which can also be a wrong classification) (Kim
et al., 2016), the explanation that they saw would be
deemed more helpful. We can then express an ob-
jective quality estimate of each type of explanation
in terms of simulation accuracy, both in isolation
and in combination with other explanations.

Each participant (four authors of this paper +
two students from Task A) received nine randomly
chosen IDs (three from each dataset). The list of
operations (Table 5) is randomized for each ID,
serving as the itinerary. After each response, the
participant can decide to either perform the simu-
lation or continue with the next in the list. After
deciding on a simulated label, they are tasked to
assign one helpfulness rating to each operation:
1 = helpful; -1 = not helpful; 0 = unused. Let R be
the set of all ratings ri ̸= 0 and 1t(x) our indicator
function. We then calculate our Helpfulness Ratio
as follows:

Helpfulness Ratio =
∑

r∈R
11(r)
|R| .

Let ŷi be the model prediction at index i and ỹi
the user’s guess on the model prediction, then the
simulation accuracy is

Sim(all) =
∑|R|

i=1
1ŷi

(ỹ)

|R| .

Filtering for all cases where the operation was
deemed helpful:

Sim(t = 1) =
∑|R|

i=1
1ŷi

(ỹi)·1t(ri)

1t(ri)
.

6 Results and discussion

Parsing accuracy Table 2 shows that our
Adapter-based approach (slot tagging and in-
tent recognition) is able to outperform both the
GPT-Neo baseline and the fine-tuned FLAN-T5 mod-
els, using much less parameters and trained on the
automatically augmented prompts with replaced
slot values.

Explanation types
Sim Sim Help #Turns
(all) (t = 1) Ratio Avg.

Local feature importance 91.43 93.10 82.86 3.85
Sent. feature importance 90.00 94.44 60.00 3.84

Free-text rationale 94.74 100.00 68.42 3.70
Counterfactual 85.00 80.00 25.00 4.14

Adversarial example 84.00 85.71 56.00 4.00
Similar examples 88.46 87.50 61.54 4.00

Table 5: Task B of the user study: Simulatability. Simu-
lation accuracy (in %), simulation accuracy for expla-
nations deemed helpful (in %), helpfulness ratio (in %),
average number of turns needed to make a decision.

Human preferences Table 3 reveals that most
operations were positively received, but there are
large differences between the subjective ratings
of operations across all three aspects (CHS). We
find that data description, performance and mis-
takes operations consistently perform highly, indi-
cating that they’re essential to model understanding.
Among the repertoire of explanation operations,
free-text rationale scores highest on average, fol-
lowed by augmentation and adversarial examples,
while counterfactuals are at the bottom of the list.
The POLYJUICE GPT was often not able to come up
with a perturbation (flipping the label) at all and
we see the largest potential of improvement in the
choice for a counterfactual generator. The dialogue
evaluation in Table 4 also solidifies the overall pos-
itive impressions. While BoolQ scored highest
on Correctness, DailyDialog was the most favored
in Helpfulness and Satisfaction. Fluency showed
no differences, mostly because the generated texts
are task-agnostic. Satisfaction was lowest across
the three use cases. Although the operations were
found to be helpful and correct, the satisfaction still
leaves some room for improvements, likely due to
high affordances (too much information at once) or
low comprehensiveness.

Simulatability Based on Table 5, we can observe
that the results align with the conclusions drawn
from Table 3. Specifically, free-text rationales pro-
vide the most assistance to users, while feature
importance was a more useful operation for multi-
turn simulation, compared to single-turn helpful-
ness ratings. On the other hand, counterfactual and
adversarial examples are found to be least help-
ful, supporting the findings of Task A. Thus, their
results may not consistently satisfy users’ expec-
tations. We detected very few cases where one
operation was sufficient. Combinations of expla-



nations are essential: While attribution and ratio-
nales are needed to let users form their hypotheses
about the model’s behavior, counterfactuals and
adversarial examples can be sanity checks that sup-
port or counter them (Hohman et al., 2019). With
Sim(t = 1), we detected that in some cases the
explanations induced false trust and led the users
to predict a different model output.

6.1 Dataset with our results
We compile a dataset from (1) our templates, (2) the
automatically generated explanations, and (3) hu-
man feedback on the rationales presented through
the interface. The research community can use
these to perform further analyses and train more
robust and human-aligned models. We collected
1449 dialogue turns from feedback files (Task A)
and 188 turns from the simulatability study (Task
B).

7 Related Work

Dialogue systems for interpretability in ML Ta-
ble 6 shows the range of existing natural language
interfaces and conversational agents for explana-
tions. Most notably, CONVXAI (Shen et al., 2023)
very recently presented the first dialogue-based in-
terpretability tool in the NLP domain. Their focus,
however, is on the single task of LLMs as writing
assistants. They also don’t offer dataset exploration
methods, their system is constrained to a single
dataset (CODA-19) and they have not considered
free-text rationalization, which we find is one of the
most preferred types of operations. Dalvi Mishra
et al. (2022) proposed an interactive system to pro-
vide faithful explanations using previous interac-
tions as a feedback. Despite being interactive, it
does not provide feasibility of generating rationales
on multiple queries subsequently. Bertrand et al.
(2023) wrote a survey on prior studies on “dialogic
XAI”, while Fig. 6 of Jacovi et al. (2023) highlights
that interactive interrogation is needed to construct
complete explanation narratives: Feature attribu-
tion and counterfactuals complement each other, s.t.
the users can build a generalizable mental model.

Visual interfaces for interpretability in NLP
LIT (Tenney et al., 2020), AZIMUTH (Gauthier-
Melançon et al., 2022), IFAN (Mosca et al., 2023)
and WEBSHAP (Wang and Chau, 2023) offer a
broad range of explanations and interactive analy-
ses on both local and global levels. ROBUSTNESS

GYM (Goel et al., 2021), SEAL (Rajani et al., 2022),

EVALUATE (von Werra et al., 2022), INTERACTIVE

MODEL CARDS (Crisan et al., 2022) and DATALAB

(Xiao et al., 2022) offer model evaluation, dataset
analysis and accompanying visualization tools in
practice. There are overlaps with INTERROLANG in
the methods they integrate, but none of them offer
a conversational interface like ours.

User studies on NLP interpretability Most in-
fluential to our study design are simulatability eval-
uations (Hase and Bansal, 2020; Nguyen, 2018;
González et al., 2021; Arora et al., 2022; Das et al.,
2022; Feldhus et al., 2023). In terms of prefer-
ence ratings, Strout et al. (2019) evaluated how
extractive rationales (discretized attributions) from
different models are rated by human annotators.
Helpfulness and satisfaction ratings were used in
Schuff et al. (2020) and Ray et al. (2019).

8 Conclusion

We introduce our system, INTERROLANG, which is
a user-centered dialogue-based system for explor-
ing the NLP datasets and model behavior. This
system enables users to engage in multi-turn dia-
logues. Based on the findings from our conducted
user study, we have determined that one-off expla-
nations alone are usually not sufficient or beneficial.
In many cases, users may require multiple expla-
nations to obtain accurate predictions and gain a
better understanding of the system’s output.

Future work includes making the bot more pro-
active, so that it can suggest new operations re-
lated to the user queries. We also want to inves-
tigate the feasibility of using a singular LLM for
all tasks (parsing, prediction, explanation genera-
tion12, response generation) over the modular setup
that we currently employ; Redesigning operations
as API endpoints and training LLMs to call them
(Lu et al., 2023; Schick et al., 2023), s.t. they can
autonomously take care of the entire dialogue man-
agement at once. Lastly, refining language models
(increasing faithfulness or robustness, aligning with
user expectations) through dialogues has gained
traction (Lee et al., 2023; Madaan et al., 2023).
While we are already collecting valuable data, our
framework misses an automated feedback loop to
iteratively improve the models.

12Operations have to be adapted in some cases, e.g., gener-
ating matrices for feature attribution (Sarti et al., 2023) and
counterfactuals without an external library (Chen et al., 2023).



Limitations

INTERROLANG does not exhaust all interpretability
methods, because understanding and integrating
them requires a lot of resources. We see feature in-
teractions and component analysis, i.e. neuron- or
layer-based interpretations, as the most promising
future work.

INTERROLANG does not allow direct model com-
parison. The models are constrained to their
datasets and the use cases are intended to be ex-
plored separately.

Users can enter custom inputs to get predicted
and explained, but they can not modify the dataset
on-the-fly, e.g., adding generated adversarial exam-
ples or augmentations directly to the current dataset
and saving the updated version.

We do not offer a solution to mitigate biases
or potential harmful effects of language models,
but INTERROLANG with its range of explanations
is intended to point users into directions where the
training data or model behavior is counter-intuitive.

Ethics Statement

We incorporate OLID as one of our datasets, which
may contain hateful or offensive words. However,
it is important to note that we do not generate any
new content that is hateful or offensive. Our usage
of the OLID dataset is solely for the purpose of as-
sessing the integration of the hate speech detection
task to our system and generating plausible and
useful explanations.
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A Explanatory dialogue systems

Table 6 and Table 7 show the range of existing nat-
ural language interfaces and conversational agents
for explanations.

B TALKTOMODEL operations

Most TTM operations belonging to their ML, Con-
versation and Description categories can be trivially
adapted. Here, we document the changes:

Due to Transformers being explained instead
of the much smaller sklearn models, we applied
small changes such as pre-computing predictions
(similar to the tricks we used for attributions and
rationales).

Metadata For metadata, we provide an operation
following the basic idea of model cards (Mitchell
et al., 2019) which supplies information related to
model details, intended use of the model, etc., and,
analogously, datasheets (Gebru et al., 2021) for
training/test data documentation. User questions
can target specific aspects of this structured infor-
mation and the system replies in natural language
and/or tabular formats.

Table 8 shows the rest of the INTERROLANG op-
erations not depicted by Table 1.

C Label distributions of NLP use cases

Figure 3 shows the label distributions of DailyDia-
log, OLID and BoolQ.

D Adapter training details

Table 9 shows the hyperparameters and training
time for the Adapter models for dialogue act classi-
fication and slot tagging.

E Dialogue management

TTM, after translating user utterances into a gram-
mar of production rules, composes its results in a
template-filling manner while ensuring semantic
coherence between multiple operations. They fur-
ther argue that such a response generation approach
prevents hallucinations commonly found in neural
networks and conversational models (Dziri et al.,
2022). However, it makes the dialogue less natural.
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Task data Model
Implementations Num CV NLP

DR_ANT (Kuźba and Biecek, 2020) ■ RF
ERIC (Werner, 2020) ■ DT

Torri (2021) ■ RF
TALKTOMODEL (Slack et al., 2022) ■ RF

XAGENT (Nguyen et al., 2022) ■ ■ RF, CNN
CONVXAI (Malandri et al., 2022) ■ DT, RF

CONVXAI (Shen et al., 2023) CODA-19 Tf

BoolQ
INTERROLANG (ours) DailyDialog Tf

OLID

Table 6: Explananda (Task and model) comparison of existing implementations of natural language interfaces
and conversational agents for XAI. We can see that applications to NLP tasks have started to surface only re-
cently. Task data Num = Numeric/Tabular. CV = Computer vision. Explained model AOG = And-Or graph.
DT = Decision Tree. RF = Random Forest. CNN = Convolutional neural network. Tf = Transformer.

Explanation types Intent recognition / Parsing of user questions

R
es

p

D
ST Evaluation

Implementations FA CF Mt Sim RG Comm Embeds Fine-Tuned Few-Shot Auto Hum

Kuźba and Biecek (2020) ■ ■ DiF DiF DiF
Werner (2020) ■ ■ fastText Rule

Torri (2021) ■ ■ GPT-2 Rule Like
Slack et al. (2022) ■ ■ ■ MPNet T5 GPT-Neo/-J Rule Rule ExM Like

Nguyen et al. (2022) ■ ■ ■ SimCSE Rule ExM, F1
Malandri et al. (2022) ■ ■ ■ RASA Rule Rule Like

Shen et al. (2023) ■ ■ ■ ■ SciBERT Rule Rule

INTERROLANG (ours) ■ ■ ■ ■ ■ MPNet
BERT+Adap,

GPT-Neo Rule
Rule,

ExM Like
FLAN-T5 Adap

Table 7: Explanans (XAI modules) comparison of existing implementations of natural language interfaces and
conversational agents for XAI. Explanation types FA = Feature Attribution. CF = Counterfactual Generation.

Mt = Meta information about the model. Sim = Similar examples. RG = Rationale generation. Intent recognition
Comm = Commercial product (RASA = RASA NLU; DiF = Google DialogFlow). Embeds = Nearest neighbor
based on sentence embedding. Response generation / Dialogue state tracking Rule = Rule- and template-based

response. Evaluation : Automated: ExM = Exact match accuracy. Human: Like = Likert-scale rating.

Fi
lte

rs filter(id) Access single instance by its ID
includes(token) Filter instances by token occurrence

Pr
ed

ic
tio

n predict(instance)* Get the prediction of the given instance
predict(dataset) Get the prediction distribution across the dataset
likelihood(instance) Obtain the given instance’s probability for each class
mistakes(dataset) Count number of wrongly predicted instances
score(dataset, metric) Determine the relation between predictions and labels

D
at

a show(list) Showcase a list of instance
countdata(list) Count number of instances within the given list
label(dataset) Describe the label distribution across the dataset

M
et

a data(dataset) Information related to training/test data
model() Metadata of the model

A
bo

ut function() Inform the functionality of the system
self() Self-introduction

L
og

ic and(op1, op2) Concatenation of multiple operations
or(op1, op2) Selection of multiple filters

Table 8: TTM operations used in INTERROLANG. *Pre-
diction operation provides support for custom input in-
stances received from users.

That is why we also add a range of pre-defined
responses for fallback that are chosen at random

when applicable. Moreover, the GPT-based ratio-
nales are also the first example of a fully model-
generated response. Our system also recognizes
when the user just wants to acknowledge the bot’s
response or intends to finish the conversation and
it generates the appropriate responses (see App. G
for an example).

When designing dialogue systems, the task of
keeping track of the dialogue history is essential
to better inform the selection of the next action
or response. Thus, we store the previous opera-
tions and ids and can resolve deictic expressions
like “this sample” or “it” to the ID of the previ-
ously mentioned instance. We also check the pre-
diction scores of the intent recognition module to
see if there is some problem interpreting the user
input, e.g., if several intents get very high scores



Parameters Dialogue Act Classification Slot Tagging
Base Model bert-base-uncased bert-base-uncased
Learning Rate 1e-4 1e-3
Number of Epochs 10 8
Batch Size 32 32
Optimizer AdamW AdamW
Number of Labels 23 15
Avg. Training Time 53 min 32 min
Avg. Model Size 3.6MB 3.6MB
Training Set 39,635 3,810
Development Set 11,010 635

Table 9: Training parameters for the Adapter-based parsing models. The best performing model was selected based
on the loss on the development set. All samples are based on the original prompts automatically augmented through
the slot value replacements.

(a) Dialogue Act Distribution

(b) OLID Distribution.

(c) BoolQ Distribution

Figure 3: Label distribution of all three datasets.

INTERROLANG asks a clarification question to dis-
ambiguate between operations. Also, if we have
an intent but some of its non-default slots are miss-
ing (not recognized) we can generate a clarification
question to resolve it, e.g., “Could you please spec-
ify for which instance I should provide a counter-
factual?”. This gives us more flexibility and makes
the dialogue flow more natural.

F Interface

We extend the TTM interface (Slack et al., 2022)
in the following ways:
• Custom inputs: Compared to TTM, which only

allows user to use instances from three pre-
defined datasets, we provide a selection box that
allows individual inputs from the user to be con-
sidered.

• Text search: A search engine that allows the
user to filter the dataset according to strings. If
a query is present, subsequent operations will
consider the subset where this filter is applicable.

• Dataset viewer: This shows the first ten in-
stances of the dataset (their IDs and the contents
of the text fields) at the start, but in order to make
the navigation through the data easier for the user,
it will update according to both string filters and
operations like label filters.



Figure 4: INTERROLANG interface with initial welcome message, opened dataset viewer (BoolQ) and sample
generator buttons.



G Sample Dialogue (BoolQ with Adapter)

User: Hi! Which kind of a model do you
use?

User: And what is the dataset?

User: Can you show me how often the
model makes incorrect predictions?



User: Can you show me some examples of
the mistakes?

User: Ok, great! What about the id 42?
Can you show me this sample?

User: Please show me the token attribu-
tions for this id.



User: Can you do an adversarial attack?

User: Ok, thanks! Looks good :)

User: What would be the counterfactual for
this instance?

User: Can you show me the most important
features overall (across all data )?

User: Ok, I think that’s it for today. Bye!


