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Abstract. A currently upcoming direction in the research of explainable
artificial intelligence (XAI) is focusing on the involvement of stakehold-
ers to achieve human-centered explanations. This work conducts a struc-
tured literature review to asses the current state of stakeholder involve-
ment when applying XAI methods to remotely sensed image data. Addi-
tionally it is assessed, which goals are pursued for integrating explainabil-
ity. The results show that there is no intentional stakeholder involvement.
The majority of work is focused on improving the models performance
and gaining insights into the models internal properties, which mostly
benefits developers. Closing, future research directions, that emerged
from the results of this work, are highlighted.
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1 Introduction

The use of artificial intelligence is getting more prominent in a variety of domains
which is why the need for interpreting and understanding model predictions is of
utmost importance. A potential future application of artificial intelligence (AI)
methods is the assessment of marine litter using airborne based remote sensing.
This is the goal, the PlasticObs+ project is aiming for. In this project, different
Al systems are developed utilizing aerial images with varying resolutions from
different sensors [30]. The assessment of plastic litter is of importance for different
stakeholders, for instance local governments, NGO’s or members of the society. In
this project, the resulting information is provided using a geographic information
system (GIS) which builds the interface to the stakeholder. The Al systems
are developed using neural network which makes the overall system a black
box, not providing any information about the decision making process to the
stakeholders. However, explanations are needed to aid the stakeholders’ informed
decision making. Here, explainable AI (XAI) [9] could be a valuable asset to the
application.

The field of XAI has emerged in recent years with intense research being con-
ducted to open the “black-box” nature of the state-of-the-art machine learning
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systems. While early research focused on the development of methods for deliver-
ing explanations of a models behaviour and its output, the focus is now shifting
towards human-centered XAI [19]. Not all kinds of explanations are relevant
and useful for all stakeholders of an Al system, therefore the need for individ-
ual explanations is arising across domains. In this work, a structured literature
review is conducted to assess the current state of integrating XAI methods into
the domain of remotely sensed aerial images with a focus on goals and stake-
holder involvement. In particular the following two research questions will be
investigated: (1) are stakeholders involved in applying XAI to remote sensing
data, and (2) what goals are pursued when applying XAI to aerial imagery?

Different tools and algorithms that make the machine learning models more
interpretable and explainable resulted from the intense research in the area of
XAIL Many authors have categorized such algorithms and tools [2,7,34] for
instance into model agnostic or model specific methods, their output formats
or whether they provide global or local explanations.

Arrieta et al. [3] categorize and describe different general goals that are
targeted with XAI methods. In addition to those goals, the authors gave an
overview of stakeholders involved in Al systems which are domain experts/users
of the model, requlatory entities, managers, developers, and people affected by
model decisions. Considering different stakeholders during the development of
XAI methods and when integrating explainability frameworks into deployed Al
systems is a topic which is focused on in the research area of human-centered XAI
[19]. The different stakeholders of an AI system have different backgrounds and
agendas, which is why one single explanation may not be beneficial or effective
for every person interacting with the system. In addition to that, the evaluation
of XATI methods is still an ongoing open research question. Hoffmann et al. [11]
discussed different user-centered evaluation measurements that can be applied
to get a quality measure of XAI methods.

This work is focusing on XAI methods in the application domain of remote
sensing. In order to gain more information and insights about the earth’s surface,
remotely sensed data from different platforms, e.g. ground, aerial, or satellites,
is used [28]. In addition to different platforms, different sensors are used to
receive diverse characteristics about the regarded area. These sensors include,
amongst others, hyperspectral sensors, visual imaging sensors and LiDAR sen-
sors [31]. Remote sensing applications have been used in various fields, including
marine pollution monitoring [38], plastic waste assessment [35], or the mapping
of earthquake-induced building damage [23]. With the vast progress and intense
research on artificial intelligence, applying machine learning to remote sensing
applications became more and more common [21].

2 Methodology

To answer the research questions posed, databases relevant to computer science
were searched using specific keyphrases applied to the content of the full paper.
The literature search was conducted in the databases Association for Comput-
ing Machinery Digital Library (ACM) (31 results), Science Direct (133 results),
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IEEE Xplore (30 results) and Web of Science (55 results). In addition to the sim-
ple keyphrase search in the databases mentioned above, a forward and backward
search was performed. The keyword search was conducted using a combination
of (“Explainable AI” OR XAI) AND (“remote sensing” OR “aerial image”).
Literature published and indexed before 12th of July 2023 was considered.

The resulting papers from the database search were examined for relevance
by reviewing the content of the paper. Papers that covered the topics of Explain-
able Al in combination with remote sensing data were shortlisted. The remaining
literature was critically assessed to determine whether or not they are relevant
to answer the research questions. In order to do that, two main criteria regarding
the content are applied. The potentially included literature has to be an actual
application of one or multiple methods of XAI to remote sensing data. In addi-
tion, the data that the methods are applied to, need to be aerial image data in
the domain of remote sensing. In this study, there are no restrictions regarding
the origin, for instance satellite or UAV images, of the data.

The final selection of literature was investigated under certain criteria tar-
geting the posed research question of this literature review. It was investigated
if stakeholders were considered when applying XAI methods to the application.
Building on that, it was assessed which groups of stakeholder were addressed
or even intentionally targeted. Derived from a subset of the goals of applying
explainability methods in [3], the intentions the authors in the reviewed litera-
ture had, when using XAI methods in their work, were assessed, categorized into
informativeness, trustworthiness, model performance and causality. Abbreviated
from [3], informativeness regards acquiring information about the internal oper-
ations of the system, trustworthiness targets the confidence in the models output
and causality refers to finding relations among the dataset. Model performance
is an additional considered goal which means that the authors intend to improve
the models performance by applying XAI methods. Apart from the intentions
regarding the benefit of adding explainability methods, the selected literature
was searched regarding the evaluation of the applied XAI methods. The analysis
was conducted by one reviewer.

3 Results and Discussion

The first selection of literature lead to 52 shortlisted publications which covered
the fields of remote sensing and XAI. From this first selection, all papers which
are not based on imagery as well as papers which did not apply XAI methods
to the imagery data were excluded. The remaining literature which was further
analyzed consisted of 25 publications. It can be observed that 72% of the pub-
lications address the goal of informativeness, while 44% fall into the category
of trustworthiness. The goals of model performance and causality were equally
present with 24% and 20% respectively.

The results show that the majority of reviewed literature fit into the category
of informativeness as the pursued goal for utilizing explainability methods. This
consisted, in many cases, in analyzing which data attributes contributed the most
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to a models output [36], finding a feature importance metric [12] and gaining
information about individual model layers [10]. In the case of informativeness,
there was no specific stakeholder standing out to be the one benefiting from the
findings the most. The evaluation of whether or not the integration of XAI meth-
ods helped achieving the goal of informativeness happened in a more qualitative
way where the assessed information were presented as additional findings.

In case of trustworthiness, the literature in this category tried to achieve a
(mostly visual) explanation on what the model is focusing on in the input data
to assess if this is in line with the authors expectations of what is important
[5]. Another finding in the category of trustworthiness is, that there was no
evaluation of whether or not the shown explanations actually helped improving
the trust in the model for the various stakeholders.

Another prominent goal for applying explainable Al was found to be the
improvement of model performance. This goal is closely related to the goal of
informativeness in terms of finding the most relevant features or those parts of
a model, that are less important for a models decision [1]. In the case of model
performance, however, this information was then used to improve the models
performance by, for instance, training a scarcer model [4]. The evaluation, if uti-
lizing explainability tools helped to improve model performance, was performed
using common metrics for model performance such as accuracy or inference and
training time. This category, in most cases, took the developers into account as
they are usually the ones evaluating the models performance.

The literature categorized into the goal of causality applied XAl to gain more
insight into relations among the input features, the model was trained with.
In case of remotely sensed images, that information consisted, for instance, in
finding different combinations of spectral bands to understand which information
is the most influential for certain decisions [25].

During the reviewing process of the selected literature, there was neither
any mentioning of specifically targeted stakeholders nor involvement of external
stakeholders. The shown results can therefore not be split into the categories of
stakeholders introduced in Sect. 2 but rather into the categories of no stakehold-
ers or exclusively developers which were, to some extend, involved when applying
the XAI methods. This lead to 32 % of the publications being categorized into
involving the developer as stakeholder. This was the first important finding,
that there is no active involvement of different stakeholders when applying XAI
methods to remotely sensed images. The applications can therefore not be con-
sidered human-centered. The results of both, stakeholders and goal analysis are
summarized in Table 1.

After reviewing and categorizing the selected literature, there are a few things
that are worth mentioning. First, there are some similarities between the differ-
ent goals, which, in combination with the fact that the authors, in most cases,
did not specifically state an intended goal, made the process of categorizing
the literature into pursued goals less straight forward. In addition, none of the
reviewed literature involved any external stakeholders which is why the question
of stakeholder involvement can only indirectly be answered. As it is usually the
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Table 1. Resulting literature categorized into stakeholders and goals.

Category References

Stakeholder | Developer [1,6,8,10,12,23,26,37]
[4,5,15,17,18,20,24,25,29,33, 36]
[13,14,16,22,27,32]

Goal Informativeness [1,4,6,12,15,17,24,33,36,37]
[
[
[
[

None

8,10,14,16,18,20,23,29]
5,6,8,13,14,16,17,22,23,27,29]
1,4,10,12,26,37]
18,25,29,32,36]

Trustworthiness

Model Performance

Causality

model developers that are participating in the scientific publications, this cat-
egory of stakeholders was the only one that was, to some extend, involved in
applying the XAI methods. This category was, however, only considered if the
developers did actually benefit from applying XAI e.g. by improving the model
performance, or if they contributed to an evaluation of the methods.

4 Conclusion and Future Work

The conducted literature review on goals and stakeholder involvement in XAT for
remote sensing imagery revealed that stakeholders are not yet an actively con-
sidered part when applying and evaluating XAI methods. The only stakeholders
that are indirectly involved to this state are the model developers. Another find-
ing was, that the goals, the authors had in appyling XAI methods were mostly
not clearly stated or evaluated, especially when the general goal of improving
trust in the model was among the motivations of their work. Future research
should take up on that in involving stakeholders to 1) define goals that are pur-
sued when providing model explanations and to 2) evaluate the goals and the
XAI methods from the different stakeholders perspectives. In doing this, the
application domain of remote sensing could benefit even more from the opportu-
nities that come with machine learning by providing user-centric explanations.
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