It’s all about you: Personalized in-Vehicle Gesture Recognition with a Time-of-Flight Camera
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ABSTRACT
Despite significant advances in gesture recognition technology, recognizing gestures in a driving environment remains challenging due to limited and costly data and its dynamic, ever-changing nature. In this work, we propose a model-adaptation approach to personalize the training of a CNNLSTM model and improve recognition accuracy while reducing data requirements. Our approach contributes to the field of dynamic hand gesture recognition while driving by providing a more efficient and accurate method that can be customized for individual users, ultimately enhancing the safety and convenience of in-vehicle interactions, as well as driver’s experience and system trust. We incorporate hardware enhancement using a time-of-flight camera and algorithmic enhancement through data augmentation, personalized adaptation, and incremental learning techniques. We evaluate the performance of our approach in terms of recognition accuracy, achieving up to 90%, and show the effectiveness of personalized adaptation and incremental learning for a user-centered design.
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1 INTRODUCTION
The last decade has brought significant breakthroughs in speech recognition, image recognition, semantic segmentation, and many other domains. These breakthroughs have been significantly due to the advancement in deep learning (DL) techniques. In particular, this is due to more powerful computing hardware and larger datasets [24], but also new ideas and architectures [54]. Gesture recognition is one of these domains. Gestures are a natural form of human interaction, but teaching machines to recognize gestures (particularly dynamic ones) can be challenging despite these advances. Some of these challenges relate to the technology used to record the data. Although RGB cameras are commonly used in gesture recognition, they are not optimal for the dynamic situation of in-vehicle interaction. That is because they cannot handle poor lighting conditions (e.g., at night) and hands’ high-speed motion, which require capturing devices with high frame rates.

Alternatively, time-of-flight (ToF) depth cameras do not suffer from these problems and can be used with a high frame rate in day and night conditions. On the other hand, ToF cameras can produce noisy results, where the depth of individual pixels changes slightly across frames, or some information is lost. Another problem is that DL architectures are known to require large amounts of data. This is primarily due to the high number of parameters required to train an accurate model. The data collection process and resources needed to train a DL model can be extremely costly. Some techniques, like transfer learning, can help reduce the data needed to train a DL model by adapting a pre-trained model from a similar task to a new one. However, its effectiveness depends on how similar the data from both tasks are. In this paper, we are considering the specific use cases of in-vehicle Human Machine Interaction (HMI) gesture interaction using a ToF camera. The first challenge is the lack of datasets for the specific camera view in an in-vehicle environment for hand gesture recognition. Another challenge is that, as far as we know, in-vehicle hand gesture recognition datasets utilize an RGB camera instead of a ToF one. Since there are essential differences between RGB and depth data, traditional transfer learning is not directly feasible.

Furthermore, even in the best-case scenario in which it is possible to train a DL dynamic gesture recognition model using ToF cameras with little data, there will always be individual differences in how users perform the gestures. This, in turn, causes the gestures of some individuals not to be as well recognized as those of others. For this reason, gathering data pertaining to each user’s individual differences to train personalized models is essential. We gather inspiration for personalization from recent studies on the topic of human-centered artificial intelligence (HCAI), which is gaining rapid and significant interest among researchers in both artificial intelligence (AI) and human-computer interaction (HCI) [6, 38, 50, 58]. Finally, this paper tackles the previously mentioned challenges using a Convolutional Long-Short Term Memory Neural Network (CNNLSTM) [57] and several user-specific adaptations and incremental learning techniques. In particular, we first collect a new dynamic hand gesture data set inside a car using a ToF camera. Then, we highlight the effect of data augmentation techniques on enhancing the model’s accuracy and present different incremental adaptation strategies for user-centered gesture recognition. Thus, this paper’s contribution has several folds, as follows.

1) We study the feasibility of hand gesture recognition for in-vehicle
interaction as conceptualized by modern car manufacturers using a ToF camera instead of RGB; 2) we propose several essential reproducible preprocessing techniques for ToF cameras as a guideline for future use that is applicable for the automotive domain specifically and other domains generally; 3) we exploit individual differences in gesture performance by utilizing several personalization and model adaptation techniques such as transfer learning, data augmentation, and incremental learning to enhance the recognition accuracy.

2 RELATED WORK

The first form of communication we learn as infants is hand gestures, even before learning to speak, which is why gestures are the most natural form of communication used by humans [56]. Furthermore, there are around seven thousand languages spoken in the world [5]. However, simple hand gestures (e.g., mid-air gestures, pointing, waving, etc.) are a common form of communication among people, making it more understandable for machines. Therefore, researchers have tried to incorporate hand gestures into various domains [9, 18, 20, 21, 23, 27, 37, 40, 43, 51, 59, 60]. Specifically for the automotive domain, researchers attempted to control the infotainment and various parts inside the vehicle [4, 7, 12, 31, 32, 35, 39, 41, 46, 47, 53, 62] as well as interact with objects outside the vehicle [3, 13, 15–17, 33, 48]. They chose hand gestures for several reasons such as: the simplicity and naturalness of hand gestures when interacting with a somewhat complicated machine like a modern car; and the reduced cognitive load on the user when using hand gestures while driving a vehicle (which should be the main focus of the driver).

Several researchers have investigated hand tracking and gesture recognition for more than 30 years. Zimmerman et al. [61] created a hand glove augmented with analog flux sensors to measure finger bending and track simple gesture interactions. Takahashi and Kishino [55] conducted several studies using this glove-based device to determine the most commonly used gestures by users. Subsequently, several researchers conducted similar studies for glove-based gesture recognition, as highlighted by Dipietro et al. [10] in their survey. However, these approaches suffer from several problems, such as the need to wear intrusive gadgets, sensor failures, and inaccuracies. Alternatively, researchers attempted vision-based approaches for hand gesture recognition. Min et al. [39], Rigoll et al. [45], Eickeler et al. [11], and Chen et al. [8] utilized Hidden Markov Models (HMMs) for training and accurate classification of the desired hand symbol (i.e., gesture) under stationary background and fixed light conditions. Similarly, Ren et al. [44], and Huang et al. [19] attempted the same task by utilizing image processing techniques (e.g., Gabor filter) and machine learning approaches (e.g., support vector machine (SVM)) to segregate and classify different hand gestures. However, while these approaches supported real-time recognition, they mainly focused on simple static hand gestures with a clear differentiation among them.

More recently, several vision-based approaches for hand gesture recognition have emerged due to the massive breakthrough in image processing, computer vision, and object recognition using deep neural networks. Stergioulopoulou et al. [52] utilized a Feed Forward Neural Network (FFNN) for right-hand gesture recognition using a shape-fitting technique. Similarly, Mang [29] utilized an FFNN to classify hand gestures after applying a preprocessing feature extraction method (e.g., Oriented Histograms) on hand images with no background information (i.e., cutout hand images with black background). Alternatively, Nagi et al. [34], Lin et al. [26], Li et al. [25], and Pinto et al. [42] employed a Convolution Neural Network (CNN) learning approach for the recognition due to its high performance on images for several computer vision applications. However, these approaches focus on static gesture recognition scenarios and suffer from limited background information and heavy irreproducible pre-processing techniques. Thus, Marqa and Abu-Zaïter [28], Neverova et al. [36], Köpükli et al. [22], and Molchanov et al. [31] investigated Recurrent Neural Network (RNN) and 3D CNN (instead of the traditional 2D CNN approach) to include time series analysis and dynamic gesture recognition, while Tsironi et al. [57] explored the combination of a CNN and RNN into a new architecture named CNNLSTM (an approach first used by Sainath et al. [49] for voice recognition). In this work, we employ a similar CNNLSTM architecture as the state-of-the-art approach for dynamic gesture recognition and introduce easily reproducible preprocessing techniques for ToF cameras.

Finally, while previous approaches have addressed many dynamic gesture recognition challenges, they were still lacking in terms of recognition accuracy. We attribute this to two main problems: Hardware and User-specific Variations. For the hardware part, most of the previous work either used an RGB camera or a low-performance depth camera (i.e., Kinect). In our approach, we utilized a prototype high-resolution 3D time-of-flight camera (i.e., a high-fidelity depth camera) that is already utilized in high-end modern vehicles [1–3]. As for the user-specific variations, most of the current work relies on a one-model-fits-all approach where no adaptation or user-specific personalization are made to the learning model. In contrast, we take inspiration from the Human-centered artificial intelligence (HCAI) domain [6, 38, 50, 58], the incremental learning domain [14], and the transfer learning techniques to employ a user-specific personalized approach that is adaptable for drivers’ individual behavior when performing dynamic hand gestures.

3 DESIGN AND PROCEDURE

In this section, the data acquisition process is highlighted, starting with the environment setup, participants’ demographics, and data collection procedure and ending with the detailed description of the final collected dataset, including the split for both the general and personalized models.

3.1 Apparatus

The first challenge of in-vehicle hand gesture recognition data acquisition is the necessary instrumentation and technology. As previously mentioned, existing wearable hand-tracking devices are not practical in highly dynamic driving situations, as well as RGB cameras. On the other hand, ToF-based in-vehicle datasets are not available. Thus, we collect our own data set for this purpose. We utilize a state-of-the-art non-commercial hand-tracking camera prototype specially designed for in-vehicle control. This ToF camera was attached to the ceiling of a real car from the inside. It was
positioned near the front center, above the gear shift, with a top-down perspective without blocking the view of the windshield. This position corresponds to the position of the gesture camera of recent modern cars such as the BMW Natural User Interface [1] and Mercedes-Benz User Experience (MBUX) Travel Knowledge Feature [2], which provides a realistic and practical setting applicable to existing in-vehicle environments.

3.2 Participants

We recruited 83 participants (41% female) with a mean age of 25.97 years (SD = 5.97) for the data collection phase. Regarding hand-edness, 90.4% of participants were right-handed. Regarding the driving experience of the participants, the participants had their driver’s license on average for 6.54 years (SD = 5.76). Additionally, we collected participants’ height and hand length for their possible effect on hand gesture recognition. The participants had an average height of 176.84 centimeter (SD = 10.79) and an average of 66 (SD = 8.6), 95.26 (SD = 9.62), 105.02 (SD = 10.08), 97.72 (SD = 10.39), and 78.29 (SD = 8.43) millimeters for the thumb, forefinger, middle finger, ring finger and pinkie, respectively.

3.3 Procedure

Participants were asked to perform a series of gestures repeatedly. Each gesture was performed ten times per driver. Gestures were performed randomly to avoid any confounding factors or learning effects. Participants were instructed to keep their hands on the wheel as if they were driving to emulate real driving scenarios. The participants would then move their hands from the steering wheel to the area directly below the camera, perform the gesture, and move the hand back to the steering wheel. An experimenter sat in the back of the vehicle throughout the experiment to start and stop the camera without interruption, influence, or comments on the performance of participants’ gestures. Although participants were shown pictures representing the gestures at the beginning, they were not instructed exactly how to perform the gesture to avoid influencing them. This made the recorded data set richer in individual variability and more personalized.

3.4 Dataset

The final data set consists of six different simple gesture classes. They are pointing, two fingers, rotate clockwise, rotate counterclockwise, swipe left, and swipe right gestures as seen in Figure 1. Additionally, variations to these simple gestures are introduced, such as multiple pointing, swipe, and two-finger gestures after each other and multiple rotations or fractions of rotations in the same direction for the rotate gestures. For all experiments in this work, only simple gestures were used. These simple gestures could be enough to be used for basic infotainment interaction such as raising the volume, skipping songs, etc. However, new gestures could be added using the same methods discussed here for expanded interaction possibilities. This data set was split into baseline and extended data sets. The extended dataset included additional gestures per participant (approximately 50 per gesture class) for eleven participants that could be contacted to test the model’s incremental training and adaptation on these participants. Participants were split into two disjunct groups: a Universal Background Model (UBM) group and an Adaptation Set (AS) group as in Table 1.

Depending on the experiment, participants data were further split within each of these groups into training, validation, and test sets. For a person in the UBM group, the data was split into 80% training and 20% validation. On the contrary, for a person in the AS group, the data were split into 50% further training for adaptation, 20% validation and 30% evaluation. In more detail, Table 2 highlights the number of samples in each split of the data set.

4 METHODOLOGY AND RESULTS

In this section, we describe the experiments performed that improve the recognition rate of the models from random chance to over 90% accuracy. However, first, we describe the pre-processing steps that apply to all experiments. Then, we describe the CNNLSTM architecture used in these experiments. We then describe the training of a baseline model and show how this model can be adapted to specific users. We then dive into additional techniques that further enhance the model’s performance before experimenting with the amount of data needed to effectively personalize the trained models and how to do this incrementally.
were then standardized, and a Gaussian blur was applied. Finally, was defined between (b) most sequences had a frame rate above 12 fps and a sequence (a) this reduces the number of parameters that need to be trained, average background image was subtracted from all the following steps. In the first step, a background image was calculated for each gesture using the first six frames of the frame sequence. The average background image was subtracted from all the following frames. By doing this, pixels where there is no movement are reduced to near-zero values, while those that contain movement (i.e., where the hand gesture is performed) keep relatively large values. After a qualitative visual comparison, this approach showed a more accurate segmented hand compared to existing RGB-based hand segmentation approaches such as the two-frame subtraction technique from Rigol et al. [45] and the three-frame differencing technique from Tsironi et al. [57].

4.1 Preprocessing

Deep learning architectures are famous for being end-to-end and do not require hand-crafted features. However, typical deep-learning algorithms also require large amounts of data, from thousands to millions of samples. In the lack of data, it is necessary to simplify the problem of deep learning architecture by performing some simple preprocessing steps. The following describes the preprocessing steps we performed.

4.1.1 Number of Frames. Since the data collected contained variations in the sequence length and sampling rate due to inconsistencies in the network at the recording time, the first step was to standardize the number of frames in each training sequence and the frame rate used to train the model. A frame rate of 12 fps and a maximum sequence length of 70 frames were selected because (a) this reduces the number of parameters that need to be trained, decreasing the amount of data needed to train such parameters, and (b) most sequences had a frame rate above 12 fps and a sequence length below 70 frames. Since neural networks expect a fixed size input, gesture sequences that exceeded the maximum sequence length were truncated, and those that fell below the maximum sequence length were zero-padded. Similarly, gesture sequences that exceeded 12 fps were subsampled to this frame rate. Although it may seem that by altering the dataset in this way, some important information might be lost, making the training of the model more difficult, in reality, most of the dropped information does not contribute much to the classification of the gesture, as contiguous frames are highly correlated. Furthermore, most gestures only take one to two seconds to perform. Removing frames that exceed the max sequence length could remove some noise from the dataset, making the resulting data easier to learn.

4.1.2 Image Processing. Aside from fixing the sequence length and subsampling the gesture sequences to 12 fps, a 3D region of interest was defined between 12 and 500 centimeters in depth. Values outside this range were considered to be errors or irrelevant. The images were then standardized, and a Gaussian blur was applied. Finally, the images were scaled down from 320x240 to 80x60 pixels, reducing the number of features needed by the model while maintaining the distinguishing visual features of the hand and fingers.

4.1.3 Hand Segmentation. An essential final pre-processing step was that of hand segmentation. This allowed the model to finally start learning the hand gestures, as it removed a significant part of the remaining noise in the image. This was done using a simple technique called background subtraction. This consisted of two steps. In the first step, a background image was calculated for each gesture using the first six frames of the frame sequence. The average background image was subtracted from all the following

### Table 2: Data split in training validation and evaluation sets in the baseline and extended datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training</th>
<th>Validation</th>
<th>Σ UBM</th>
<th>Adaptation</th>
<th>Adapt Val</th>
<th>Evaluation</th>
<th>Σ AS</th>
<th>Σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>2455</td>
<td>610</td>
<td>3065</td>
<td>630</td>
<td>252</td>
<td>378</td>
<td>1260</td>
<td>4325</td>
</tr>
<tr>
<td>Extended</td>
<td>3710</td>
<td>926</td>
<td>4636</td>
<td>1326</td>
<td>534</td>
<td>792</td>
<td>2652</td>
<td>7288</td>
</tr>
</tbody>
</table>

4.2 Architecture

In order to train a model capable of learning dynamic gestures from a ToF camera, we adopted a CNNLSTM architecture, as has been done in similar [57] problems. The idea behind CNNLSTM architectures is as follows. A series of convolutional layers extract visual features from the images. Then, an LSTM layer extracts the time dependencies in these features. Finally, a series of fully connected layers are in charge of classifying the output of the LSTM layer into one of the six gesture types with a softmax activation function. Each convolutional layer consists of a convolution layer, a drop-out layer for regularization, and a max pooling layer. The output of the LSTM layer also goes through a dropout layer for regularization. The network was trained with a Tesla P100-SXM2-16GB GPU on simple gesture samples with a batch size of 48. The filter size for the first two convolutional layers was 5x5 and for the third convolutional layer was 3x3. Figure 2 contains more details about the architecture.

4.3 Baseline Training

Before adapting the models, it was first necessary to create a baseline: the universal background model (UBM). Training the network with the preprocessing steps described above resulted in the model quickly learning to classify the training gestures. Figure 3 shows that the network overfits roughly around epoch 30. However, testing the best model on the baseline evaluation set resulted in an accuracy of 66.9%. As can be seen in the confusion matrix in Figure 4, while some gestures, such as the pointing and two-finger gestures, are easy to recognize, differentiating between different directions of the rotate and swipe gestures can be more tricky. This could be due to the lack of data and individual differences in the participants in the universal background model and the participants chosen for the adaptation set. A way to address two of these problems was through adaptation.

4.4 Single-step Baseline Adaptation

While 66.9% accuracy may not be good enough to interact with a vehicle, we wanted to see if adding some gestures of particular users could improve the recognition rate of those particular users. During
the adaptation, the trained UBMs were subsequently trained (or fine-tuned) for the participants in the AS group. The UBM was trained for 20 additional epochs, with a batch size of 12 for each subject individually, using the training and validation data in the adaptive (AS) set. No layers were frozen during this additional training and the model was allowed to learn across all weights. This increased the accuracy of the evaluation data to 77.8%. As can be seen from the confusion matrix in Figure 4, the performance improved greatly, especially on the swipe and rotate gestures. However, as this could strongly depend on the subset of participants that make up the UBM and AS sets, we performed cross-validation, changing the participants of each set. This still resulted in a similar average improvement, with the UBM having 64% accuracy, compared to 70.7% after adaptation.

4.5 Data Augmentation

While 70.7% in accuracy is undoubtedly an improvement over 64%, it is still lacking in human-computer interaction. Since DL models typically require vast amounts of data, a possible way to improve the model is by incorporating additional data into the training. However, getting new data can be expensive and time-consuming. For this reason, finding artificial ways to create more gestures could improve the model’s performance. There are different ways to create these artificial data, such as using 3D software to model realistic gestures in a virtual environment, using generative adversarial neural networks, or modifying the collected real dataset itself. The latter is known as data augmentation. In our experiments, we tried a straightforward form of data augmentation consisting of adding random translations along the X and Y axes of -10 to +20 pixels. These simple frame modifications effectively augment the dataset artificially, helping the model’s generalization, which resulted in the UBM improving to an average of 79.9% accuracy and the AS to an average of 86.4%.

4.6 Amount of Training Data for Adaptation

Given that both data augmentation and additional user-specific data benefit the model, an important question is how much data still benefit the model. For these experiments, we trained the models with the extended dataset (see Table 2). Adding gestures of more participants, together with the data augmentation method, has already increased the accuracy of the UBM to 84.7%. The next step was to train the AS models with different amounts of new gestures. We trained the AS models using 2, 8, 14, and 20 gestures per gesture class. The results were as expected: the more gestures the AS model was fine-tuned with, the better the performance (see Figure 5). The model’s performance is already better with only two more gestures per class at 87.8% accuracy and peaks at around 14 to 20 gestures per class with 90.4% and 90.5% accuracy, respectively.
4.7 Incremental Learning

As seen in subsection 4.6, even small amounts of data can already improve the model. However, it is not always practical to collect the data beforehand. For example, a customer buying a car might be interested in having their personal gestures learned by the system. The customer could then make an appointment and record their gestures, repeating each of the gestures 20 times. They would then need to wait until the system is re-trained and updated with the new gesture recognition model. While this is feasible with a low number of gesture classes, the more tedious this procedure becomes as more gestures are incorporated into the system. Not only that, but every time the manufacturer introduces a new gesture type, the customer would have to return to the agency to repeat the process. A better solution would be if the vehicle itself could learn the user’s gestures. This could be done by either the user manually recording and labeling the gestures or by the vehicle automatically labeling the user’s gestures during regular interaction. However, how this system could be implemented is beyond the scope of this work. The question we address is how the model could be trained.

A problem that might arise from this form of training is that the classifier needs to look at a wide distribution of the data in order to generalize well. If too little data are provided for training, this could have the risk of poor generalization. As one person only uses vehicles at a time, driver-specific models could better detect the gestures of particular drivers. However, if the model is overfitted to specific gestures done by the driver, slight variations in the gestures of the same driver could also be wrongly classified. In what follows, we perform some experiments on how such a model could be trained. In Figure 6 and Figure 7, the Y-axis represents the accuracy in the percentage of the evaluation set in the extended data set. The dotted horizontal line represents the performance of a single UBM from which the adapted models are incrementally trained. The red line represents the performance of an adapted model. These models were adapted to a single participant from the 11 participants that make up the adaptive set in the extended data set. The blue line shows the performance of the same model tested on the evaluation data of all other participants in the evaluation set (i.e., the remaining ten participants).

4.7.1 Batch Size. In the first experiment, three update rates were compared, each corresponding to the batch size for the adaptation. That is, each data point represents an adaptation and also exactly one internal update of the network, using the same number of samples from each gesture class. Furthermore, for all three experiments, the same samples were used in the same order to ensure comparability. The evaluation set consisted of five individuals from the extended set whose results were averaged in this presentation. In particular, persons with less good initial values in the UBM were chosen in order to be able to observe the improvement better. For this reason, the red line in the cases shown also starts below the dashed UBM line. The starting point for adaptation represents the previous adapted network in each case. It was adapted with one single epoch in each batch, and no validation set was used. The lack of validation data was important because, in the real world, the availability of correctly labeled validation data for all persons is not guaranteed. Therefore, we wanted to experiment with the feasibility of adapting the model without validation data.

Figure 4: Left: Confusion matrix on baseline evaluation data for UBM (66.9% accuracy). Right: Confusion matrix on baseline evaluation data after single-step adaptation for AS (77.8% accuracy).

Figure 5: Performance of adapted models according to the number of gestures added to the AS model. The X-axis shows the number of gestures per class with which the model was trained.
The following hypotheses were conceptualized for this approach and should be manifest in Figure 6:

- **H1**: The red line should (tend to) increase as the model improves for the adapted person by adding new gestures.
- **H2**: The blue line should (tend to) decrease because the adapted model now works less well for other persons. (This “forgetting” is a general side effect of personalization).
- **H3**: The accuracy at the right end of the X-axis should, in theory, be about the same regardless of the update rates for the red line.
- **H4**: The experiments with small batch size should show more significant fluctuations within the same interval on the X-axis than the graphs with larger batch size (Stability-Plasticity dilemma).

As seen in Figure 6, the red line is mainly increasing, albeit with fluctuations. The fluctuations are probably mainly due to the fact that no validation set was used, meaning that continuous improvement cannot be guaranteed. This is consistent with hypothesis H1. Additionally, the blue line decreases as expected (hypothesis H2), although this is mainly the case where a single gesture per class is used. This reflects the stability-plasticity dilemma: a reactive system that adapts quickly to changes in the data also tends to “forget” previous data faster. Updates with smaller batch sizes allow for a faster adaptation of the model but also fluctuate more strongly (hypothesis H4). Although the accuracy achieved at the end of the three settings deviates by up to 3% from each other, when the batch size 6 setting reaches gesture 108, it closely matches the other settings where they reach the same number.

It should also be noted that while these results reflect the average improvement, the degree to which the model was adapted for each individual was different. For some participants, the model improved continuously as new data was added. For some, the model performance first went down before going back up; for others, the recognition stayed mainly the same throughout. Therefore, a significant improvement through adaptation cannot be guaranteed in all cases. Especially with lower update rates, more substantial fluctuations in the model’s performance are expected.

### 4.7.2 Sample Weight.

In another experiment, we evaluated the influence of the sample weight as a means of correcting for learning speed and, thus, controlling the stability-plasticity of the model. We hypothesized that a lower sample weight should reduce the adaptation rate. This could counterbalance the fast adaptation rate for small batch sizes or the slow adaptation rate for large batch sizes. We compare two settings. In one, the samples are given a weight of 1, whereas, in the other, the samples are given a weight of 0.5. The results suggest that the higher sample weight indeed results in faster adaptation, and thus it can be used to speed up or slow down the adaptation of the model.

### 4.7.3 Use of Validation Data.

This set of experiments investigates the influence of the update rate when validation data are available and multiple epochs can be performed during adaptation. The models were trained for 15 epochs, and of those, the overall best model is used as the base model for adaptation at each step. A separate set of samples of the adaptation subjects of 8 samples per class is used as the validation set. It was expected that these models would perform better than the previous models. However, since the best model selected is based only on the validation data, this was not guaranteed. With the above-mentioned parameters, deterioration between the data points on the X-axis can be almost completely avoided, i.e., the model continuously improves (see Figure 7). However, this behavior can only be achieved with a suitable validation set. In practice, however, this would imply that the driver’s data would have to be recorded manually by the drivers themselves or in the agency. Additionally, using validation data appears to further improve the performance of the adapted models for the individuals while equally deteriorating the performance for other subjects. This could most likely have to do with the number of epochs for which the models were trained, as each epoch constitutes an update of the model. The decrease in accuracy for other participants is, however, not a problem in the case of intelligent vehicles, as these could store these personalized models for each of the drivers and switch them together with the driving profiles. It is also interesting that in the case of batch sizes 18 and 36, the increase and decrease in performance for the individual and the rest, respectively, seem more stable and pronounced. In the case where the batch size is six, the performance appears worse than when the validation set is not used for both the adapted individual and the rest of the participants.
Figure 7: Progression of the incremental learning using validation data. Each data point along the line represents an update step of the network, although the network is updated throughout 15 epochs.

This, again, could have to do with the number of updates (epochs) to the network that are performed at each step.

5 CONCLUSION

This work demonstrates the feasibility of implementing dynamic gesture recognition in the automotive domain, even when data is limited. Although transfer learning can address the issue of limited data, its suitability may be domain-specific due to variations in data properties. To overcome this limitation, we collected a dataset of 4325 depth-based gestures, which was later extended to 7288. However, training a CNN-LSTM model required additional data, prompting the development of preprocessing guidelines for time-of-flight sensors to mitigate the data scarcity problem. In addition, we propose data enhancement and incremental learning techniques to adapt the learning model and enhance the accuracy of a universal background model. The significance of these experiments and techniques in the context of in-vehicle human-machine interaction lies in their ability to facilitate model adaptation to the driver’s interaction behavior. Furthermore, this study offers valuable insights and guidelines on effectively utilizing limited data to train dynamic gesture recognition algorithms with satisfactory performance, which can be extrapolated to other domains. While the internal validity is maximized in this work, future research will focus on examining the external validity of our model adaptation system in a driving environment, where additional challenges in data acquisition techniques arise.
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