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Abstract. The recent developments of machine learning (ML) approaches within
artificial intelligence (AI) systems often require explainability of ML models. In
order to establish trust in these systems, for example in safety critical applications,
a number of different explainable artificial intelligence (XAI) methods have been
proposed, either post-hoc or intrinsic models. These can help to understand why a
ML model has made a particular decision. The authors of this paper point out that
the abbreviation XAI is commonly used in the literature referring to explainable
ML models, although the term AI encompasses many more topics than ML. To
improve efficiency and effectiveness of AI, two or more AI subsystems are often
combined to solve a common problem. In this case, an overall explanation has to
be derived from the subsystems’ explanations. In this paper we define the term
hybrid AI. This is followed by reviewing the current state of XAI before proposing
the use of blackboard systems (BBS) to not only share results but also to integrate
and to exchange explanations of different XAI models as well, in order to derive
an overall explanation for hybrid AI systems.
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1 Introduction

In recent years, artificial intelligence (AI) has found its way from the research laboratories
into many modern-day applications, ranging from personal assistants [1] to autonomous
vehicles [2]. To keep up with the technological and social-economic challenges and
developments of AI, the European Commission has developed an AI strategy, aiming at
boosting excellence in AI and developing trustworthy AI in Europe [3]. State-of-the-art
machine learning (ML) models [4], like deep neural networks (DNNs) [5], are often
based on extremely complex non-linear functions, which makes it difficult to under-
stand the inner workings of the trained models for humans. Consequently, the outputs
of ML models, such as DNNs, are non-interpretable and non-transparent, which limits
the trust in the overall system. Especially safety-critical systems [6] and safety critical
applications [7, 8] require transparency to be considered reliable and trustworthy. Fur-
thermore, a lack of transparency can have severe consequences in high-stakes domains,
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like medical diagnosis or financial decision-making [9]. This, for example, prompted the
European Union Aviation Safety Agency (EASA) to lay out its AI Roadmap in 2020, to
ensure that future ML-based systems can be safely integrated into the aviation domain
[10].

Despite lack of interpretability, multiple AI methodologies are often combined to
form hybrid AI systems for solving a mutual problem more effectively and efficiently.
This aims to bring together different and currently separated AI techniques, includ-
ing low-level perception and high-level reasoning [11]. Many real-world scientific and
industrial applications require the results and recommendations derived by AI systems
to be trustworthy and explainable. In hybrid AI systems, different types of AI methods
collaborate on a mutual problem to arrive at decisions or recommendations for actions.

Blackboard systems (BBS) can be used to integrate and make different types of AI
interact and use each other’s results [12]. This paper proposes the use of BBS as a possible
architecture for hybrid AI Systems where different AI models can exchange/access each
other’s explanations to derive a global solution.

Section 2 defines and explains the term hybrid AI for the context of this paper and
Sect. 3 distinguishes different approaches to explainable and interpretable AI systems.
Section 4 poses the research question how to combine explanations produced by different
XAI methods in various stages of the hybrid AI system. Section 5 presents the proposed
architecture before Sect. 6 summarises the presented work and discusses future work.

2 Hybrid Artificial Intelligence

For increased effectiveness and efficiency, two or more AI methods are often combined
to solve a common problem. For example, Bielecki and Wojcik [13] recently used such
a hybrid AI system based on ART neural networks and Gaussian mixture models for the
monitoring of wind turbines. Tachmazidis et al. [14] used a hybrid approach, consisting
of a ML model and a knowledge model, which captures the expertise of medical experts
through knowledge engineering. The authors in [15] combined artificial neural networks,
particle swarm optimisation and K-harmonic means clustering for colour design. Zheng
et al. [16] proposed a hybrid AI model for COVID-19 prediction.

In this context, we define hybrid AI as a combination of two or more AI subsystems.
There are, in principle, three ways of combining two AIs, in sequence, in parallel, or
embedded (Fig. 1). When arranged in sequence, the output of the first AI is used as an
input into the second AI, which produces the overall solution.

AI1 AI2

hybrid AI

AI1

AI2

Mixer

hybrid AI

AI1

AI2

hybrid AI

a) sequential hybrid AI b) parallel hybrid AI c) embedded hybrid AI 

Fig. 1. Three different ways of combining two AI subsystems, AI1 and AI2.



On Explanations for Hybrid Artificial Intelligence 5

When the AIs are arranged in parallel, they work independently of each other,
either on the same data or on different data, and their output needs to be combined
in a subsequent mixer stage. For example, a voting system can be used in this stage
to produce the final output. Finally, an AI can be embedded into another AI in order
to enhance the problem-solving potential of this AI, which would produce the overall
output, respectively the solution to the problem [17]. For more than two AI subsystems,
any combination of the above are possible.

There is also a need for trust in hybrid AI systems, hence researchers have recently
begun to work on making hybrid AI systems explainable. For example, Li, et al. [6],
proposed a vision-based object detection and recognition framework for autonomous
driving. Here they used an optimized YOLOv4 model for object detection together
with CNN models for recognition tasks. For the generation of explanations for the
classification results, they used saliency maps-based algorithms. Another example can
be found in [18]. Here, a hybrid conceptual/ML model for streamflow predictions was
developed, and two model-agnostic techniques were subsequently applied. However,
in both examples, the models have been made explainable only partially. Developing a
holistic model-agnostic approach for generic hybrid AI models is still an open research
question [19].

3 Explainable Artificial Intelligence

In the XAI literature, the terms explainability and interpretability are often used inter-
changeably [20, 21], although explainability has a wider meaning than interpretability
[22]. Interpretability is often associated to answering the question of “why?”, related
to a specific phenomenon and based on a specific opinion. Meanwhile, explainabil-
ity is the ability to provide a set of related inference rules to answer the questions of
“how?” and “why?” [22]. An explanation relies on facts, which can be described by
words or formulas. Explanations can reveal the facts and the rules that are governing
the behaviour of a phenomenon. According to [21], an explanation in AI has a different
meaning from its traditional meaning and does not require interpretability. They also
view causal explanations as the strictest form of scientific explanation. Kim et al. [21]
also provided practical guidance for developing XAIs by defining fundamental require-
ments for such a system. An explanation, according to [23], has a flexible philosophical
concept of “satisfying the subjective curiosity for causal information”. Explainability
in the context of XAI is a concept that enables understanding the overall strengths and
weaknesses of AI models, predicting their behaviours and taking corrective actions [24].
However, XAI often shares a common aim of making AI understandable for people. This
paper adopts the pragmatic definition of XAI stated in [25], where XAI is considered
as broadly encompassing all techniques that service making AI understandable, such as
direct interpretability, generating an explanation or justification, providing transparency
information, etc.

The main aims of XAI are to establish trust with the stakeholders and to confirm
compliance with ethics and regulations. XAI can help in deep understanding of AI
models’ behaviours and the problems they solve [26]. It is our position that, to achieve
these aims, the framework for developing AI models should be adapted so that an AI
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model produces explanations of the solution in addition to the solution itself. Explain-
ing the solutions introduces changes in the AI model’s representation and also adds an
explanation interface to the XAI model [24]. Interpretable models and deep explanation
approaches can be followed to incorporate explainability within AI models. Interpretable
models, also called glass-box or intrinsic models, seek to combine the clarity of the inter-
nal behaviour of an AI model with high quality performance. DARPA claims that there is
a trade-off between model accuracy and explainability [27], which is a widely accepted
view. However, Rudin et al. [20] are of the opinion that there is no such trade-off. Instead,
it is possible to have an explainable model with high accuracy. Explainable Boosting
Machines (EBMs) [28], for example, support this claim. This technique is a generalised
and more efficient version of the Generalised Additive Model (GAM) [29] that produces
high-quality explainable models. TabNet [30] combines sequential attention with deci-
sion tree-based learning for interpretable and more efficient learning. Deep explanation
approaches aim to benefit from the success of deep learning in solving complex prob-
lems to resolve the explanation problem. Deep explanations hybridise different deep
learning models to produce richer representations of the features utilised during learn-
ing to enable extraction of underlying semantic information [31]. For example, a special
prototype layer was added to a CNN to utilise case-based reasoning in explaining its pre-
dictions [32]. Lei et al. [33] have used extractive reasoning to incorporate interpretation
in the framework of a neural network. Generating accurate and suitable explanations of
the model behaviour to a user is the main challenge of deep explanation models [24].

However, due to the urgent need for building trust and compliance with regulations
and ethics in already existing AI models, induction or post-hoc approaches have been
proposed. Figure 2 shows how, in principle, a trained ML (AI) model is post-hoc analysed
by a model-agnostic method, which manipulates the input data and measures the changes
in output in order to generate an explanation. Commonly, three different types of post-hoc
explanations are used: alternative advice, prediction confidence scores, and prediction
rationale [34].

AI

XAI

model-
agnosc 
method

noitulostupni

explanaon

Fig. 2. Model-agnostic (post-hoc) explanation method for trained ML model AI.

Jiang et al. [34] have also shown that epistemic uncertainty is most important to
users of post-hoc explanations. Meanwhile, the challenges associated with explaining
black-box models, i.e. observable models with unknown transfer functions, have moti-
vated researchers to develop different post-hoc interpretation and explanation facilities.
Furthermore, the process of incorporating explanations within the framework of AI
models sometimes can be more difficult than building a post-hoc tool [21]. Without
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providing explanations of its explanations, a post-hoc tool can be viewed as a black-
box that explains another black-box [20]. It is also possible to generate two conflicting
explanations for the same AI model’s behaviour using two different post-hoc tools [32].

Various post-hoc tools have been developed. Some of these tools aim to interpret
the general behaviour of an AI model, referred to as global post-hoc tools; others focus
on a specific behaviour of the model with a specific input or set of inputs, referred
to as local post-hoc tools. The surrogate model approach has been used to develop a
new simple model that mimics the behaviour of a black-box AI at a global or local
level. The new model should be interpretable or explainable. TREPAN [35] and Rule
Extraction From Neural network Ensemble (REFNE) [36] are examples of global post-
hoc tools that follow this approach. Knowledge distillation [37] can be viewed as a
unified method for model extraction. Local Interpretable Model-agnostic Explanations
(LIME) [38] builds a linear classifier to mimic the local behaviour of the black-box AI.
Another post-hoc approach is to estimate the features’ impact on the behaviour of the
black-box model. Estimation of the features’ importance can be done at a global or a
local level. Such estimation can help in ensuring that worthy features are controlling the
behaviour of the model. A feature’s importance can be presented as a score according to
its impact on the model prediction; for example, by generating saliency maps [39] and
SHapley Additive exPlanations (SHAP) [40]. The features’ importance can be presented
as a relation between each feature and the model’s global prediction, such as Partial
Dependence Profiles (PDP) [41] and Accumulated Local Effects (ALE) [42]. Individual
Conditional Expectations (ICE) are used to present such kind of relation at local level
[43]. Counterfactual examples [44] can also be used to explain the local behaviour of
a black-box model. These examples are used to show how an input can be modified
to change the model’s prediction. Diverse Counterfactual Explanations (DiCE) [45]
uses a set of diverse counterfactual examples to inspect the behaviour of AI models. A
generative counterfactual introspection has been used to produce inherently interpretable
counterfactual visual explanations in the form of prototypes and criticisms [46]. In
addition to model-agnostic post-hoc explanations, there are explanations that make use
of some knowledge of a black-box AI model to provide explanations. For example,
Grad-CAM [47], uses the inputs and the gradients of a deep neural network to determine
the salient pixels to the model prediction. Some of these methods can be applied to
AI models with specific properties. For example, Integrated Gradient (IG) [48] can be
applied to any differentiable model for different types of input such as images, text, or
structured data.

Landscape analysis tools [49] are commonly used to explain the behaviour of
population-based metaheuristics, such as evolutionary algorithms. These tools can also
help in understanding complex optimisation problems. Furthermore, visualizing the tra-
jectories followed by these algorithms can enhance researchers and developers’ com-
prehension of the behaviours of different search algorithms [50]. Dimension reduction
techniques are typically employed to simplify the visualisation of these trajectories [51].
A data-driven, graph-based model, Search Trajectory Network (STNs), has been utilised
to illustrate the changes in the algorithm’s behaviour throughout the search process [52].
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4 Explainability for Hybrid Artificial Intelligence

The open research question, which is addressed in this work, is to ascertain how to
combine explanations produced by different XAI methods in various stages of the hybrid
AI system, so that it provides meaningful explanations to the end-user.

Our approach is, in the case of sequential XAI methods, each of the methods is
producing an explanation, which is fed forward to the Explanation Mixer. This produces
the overall explanation for the solution for a given input (Fig. 3).

XAI1 XAI2

hybrid XAI

Explanaon Mixer

explanaons

soluon

explanaon

input

Fig. 3. Hybrid XAI consisting of two sequential XAIs and the Explanation Mixer.

In the case of parallel XAI subsystems, each of the methods is producing an explana-
tion, which is forwarded to the Explanation Mixer (Fig. 4). The part solutions generated
by each AI must be combined in a subsequent Solution Mixer stage, which produces the
overall solution. Likewise, the Explanation Mixer generates the overall explanation for
the overall solution.

XAI1

XAI2

Mixer

hybrid XAI

Explanaon Mixer

explanaons

explanaon

soluon
input 1

input 2

Fig. 4. Hybrid XAI consisting of two parallel XAI subsystems, an Explanation Mixer, and a
Solution Mixer.

In the case of embedded XAI subsystems, the embedded XAI may be triggered
multiple times during the execution of the master AI (XAI1). The embedded AI (XAI2)
provides explanations and solutions for specific tasks to the hybrid XAI (Fig. 5). At this
stage, it is not clear yet where these explanations can be incorporated in the master AI’s
explanation. This remains an open research question.
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XAI1

XAI2

hybrid XAI

input soluon
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Fig. 5. Hybrid XAI consisting of two XAIs one embedded in a master XAI (XAI1).

In the next section, an architecture is proposed for realizing these three types of
hybrid AI systems.

5 Proposed Architecture

In order to allow for flexible and adaptive systems, the use of the BBS model is envi-
sioned. BBSs facilitate the principles of a group of human experts, solving a common
problem [53]. The experts group together around a blackboard. Each of the experts
observes the blackboard constantly. If granted access by a moderator, they may add
information to or remove information from the blackboard as a reaction to contents
changes of the blackboard. By doing so, they contribute towards the global solution,
which will evolve eventually on the blackboard. This approach has been proven very
successful and is often facilitated in group decision-making processes.

In the BBS model, the human experts are replaced with so-called knowledge sources,
i.e. data/information sources and algorithms, the latter often from the field of AI. The
analogue to the blackboard is a common database system, and the analogue to the mod-
erator is a scheduler. In such a BBS, the knowledge of the problem domain is distributed
over several specialised knowledge sources, also known as agents [54]. The agents
are autonomous and communicate with each other only by reading information from
and writing information to the common database. Each AI method used in a particular
application is implemented as an autonomous knowledge source.

BBSs were successfully employed to a wide range of different problems, rang-
ing from improving classification accuracy in ML [55] or the control of a complex
autonomous spacecraft [56], to the automated generation of poetry [57]. He et al. [58]
used a BBS for controlling an Earth observation satellite. Stewart et al. [59] used an
agent-based BBS for reactor design. Xu and Smith [60] achieved massive data sharing
in distributed and heterogeneous environments using a BBS to reduce data sharing delay.
However, there are still open research questions related to BBSs. For example, how to
allow access to the common data repository [12] or how to maintain the blackboard
over a long period of time [61]. There are different types of blackboard architectures
available. A distinction can be made between the original monolithic architecture [62],
distributed BBSs [12, 63] and fractal BBSs [64]. It is important to choose the appropriate
architecture for a problem at hand. However, the BBS model is very flexible, i.e., it can
be used to implement both, the sequential hybrid system, and the parallel hybrid system
[65]. It is also possible, to change the configuration dynamically during runtime.
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Figure 6 shows the proposed architecture based on the BBS design. It consists of
application specific data sources and (X)AI modules as well as the generic BBS to
produce an overall output (solution) to the problem (input).

Data 
Source1

Informaon Repository

XAI1 XAI2 XAIn

Data 
Source2

Data 
Sourcem

Explanaon Generator

Explanaon RepositoryScheduler

HCI

Trigger Blackboard System
Data

Knowledge Explanaons

Explanaon Mixer

User

Fig. 6. Proposed architecture based on the Blackboard System design.

Here, m data sources receive input data from the environment and put it on the
information repository, the shared data base of the Blackboard System. A scheduler
is used to synchronise access to the information repository via trigger signals. At the
same time, n XAI subsystems observe the data on the information repository in order to
generate new knowledge, which is subsequently placed on the information repository.
In addition, the XAI subsystems are writing their individual explanations on to the
explanation repository, a specialized partition of the blackboard. These explanations are
used by the application specific explanation generator to derive the overall explanation
for the solutions. The solutions to the input data together with the overall explanations
can be accessed via a human computer interface (HCI).

The data sources might supply multimodal data, e.g. images, text and sensor readings.
This data might be unstructured, inconsistent, unreliable, and biased. Therefore, different
AI algorithms must process the data to enable the detection of an event of interest and
for deriving a recommendation for action. For example, there might be an AI algorithm
for the identification of event related artefacts in pictures, like harmful algae bloom,
or contaminants in bio-waste [66]. Another algorithm has to cluster the data, so that a
record is associated with an individual event. Finally, a dedicated AI algorithm must
make an expert decision about the positive identification of an event of interest.

If all these different AI algorithms also produce explanations, these explanations
must be fused into an overall explanation, suitable for a human user. In order to be
able to exchange knowledge in hybrid systems, domain-specific ontologies are often
required. In computer science, an ontology is an explicit, formal specification of a
shared conceptualisation [67]. An explicit formal representation facilitates sharing of
knowledge and human-machine interaction. Utilising the concepts of ontology enables
reusing and analysing domain knowledge. Formalising these concepts through logic lan-
guages ensures consistency of a domain knowledge, enabling extracting relations and
reasoning. For example, a medical-ontology has been used in Doctor XAI [68] to build
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a model-agnostic explanation to deal with multi-labelled, sequential, ontology-linked
data. Doctor XAI shows that utilising medical knowledge can produce a better approx-
imation of the local behaviour of a black-box model. In [69] an explanation ontology
is proposed to support user-centred AI system design. When applications span over
different domains, their associated ontologies have to be aligned.

6 Summary and Future Work

In this work, the term hybrid AI was defined and examples of current applications
of such hybrid systems were introduced. A need for trust in hybrid AI systems was
identified. Subsequently, a survey of current XAI methods was provided. We presented
our proposed architecture for hybrid XAI, which is based on the blackboard architecture.
Here, a specialised partition of the information repository is used to collect the individual
explanations from the knowledge sources, i.e. the XAI subsystems. In order to derive
an overall explanation, an application specific explanation generator was proposed. An
application specific ontology has to be followed to facilitate exchanging and sharing
knowledge and explanations.

The proposed architecture is currently under development and will be used in sub-
sequent research. For this, a number of research questions are still open: (i) How can
multimodal explanations be formulated using an application specific ontology? (ii) How
to combine such explanations in order to generate a meaningful explanation to the user?
(iii) How to combine explanations in embedded hybrid AI systems? To find answers
to these questions, the DFKI is currently conducting a 1.7Me research project, which
builds upon this proposed architecture, and aims at the automated scheduling of weed
harvesting campaigns on lakes.
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