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Abstract

Monitoring biodiversity in biosphere reserves is challenging due to the vast regions to be monitored. Thus, conservationists have resorted to employing passive acoustic monitoring (PAM), which automates the audio recording process. PAM can create large, unlabeled datasets, but deriving knowledge from such recordings is usually still done manually.

Machine learning enables the detection of vocalizations of species automatically, allowing summarizing the biodiversity in an area in terms of species richness. While pre-trained neural network models for bird vocalization detection exist, they are often not-reliable enough to do way with the need for manual labeling of audio files.

In this paper, we present BirdNET-Annotator, a tool for AI-assisted labeling of audio datasets co-developed by ecoacoustics and ML experts. BirdNET-Annotator runs in the cloud free of charge, enabling end users to scale beyond the limitations of their local hardware. We evaluated the performance of our solution in the context of its intended workflow and found a reduction in annotation times. While our results show that our application now meets the user requirements, there are still opportunities to seize for additional performance and usability improvement.

Our application illustrates how large, pre-trained neural models can be integrated into the workflow of domain experts when packaged in a user-friendly manner. We observe that although our solution adds a step to the preexisting workflow, the overall annotation speed is significantly improved. This hints at further improvement to be realized in the future by consolidating more steps of the workflow into fewer tools.

1 Introduction

Passive acoustic monitoring (PAM) has become widely used in ecological research, as it is the most scalable data acquisition scheme (Sugai et al. 2018; Tuia et al. 2022). This method involves surveying and monitoring wildlife and environments using sound recorders (acoustic sensors) deployed in the field for extended periods to record acoustic data on a specified schedule. In contrast to active recording, PAM uses omnidirectional microphones, which capture sounds in any direction with equal sensitivity. Use cases for passive acoustic monitoring data include monitoring wildlife reserves, detecting poaching and observing not previously described species.

While machine learning (ML) has proven to be a powerful tool that can achieve great performance in virtually every data analysis task, thus enabling scalable automation for many knowledge work tasks. In contrast to classical programming, where the system behavior is derived from a bottom-up data model, machine learning derives the underlying structure from examples of the data during training, before artificial neural models can be used to make predictions. While machine learning models can be trained on unlabeled data to learn the data structure, associating meaning to data points requires labelled datasets, in which each example is labelled with its meaning in the language of the domain in question (Serrano 2021).

While machine learning systems for automated audio data analysis exist, their applicability is limited to datasets with strong labels (Cobos et al. 2022). While passive acoustic monitoring enables collecting large amounts of data as required by machine learning, labelling the data can quickly become the bottleneck in building datasets. Common approaches to the challenge labelling large datasets poses include crowdsourced, where anonymous users of a service contribute labels to examples. Such libraries include the Macaulay library1, Xeno-Canto2, and iNaturalist3. While the approach of spreading the labelling workload to many people works, their time is still valuable and assistance hence welcome. To address this need, we propose an automated tool which can assist in labelling audio files for the creation of labelled datasets from passive acoustic monitoring data.

2 Related Work

Birds play a crucial role in soundscape ecology due to their prevalence in the recorded biophony. As birds feed on insects, nectar, and fruits, they are also part of many food chains, making their species richness and abundance good proxies for observing ecosystems (Xie et al. 2023). Solutions for detecting birds from their sounds have advanced from classical pattern recognition to deep learning, significantly improving automatic recognition, e.g. (Potamitis 2016; Eichinski et al. 2022). Current deep learning mod-

1https://www.macaulaylibrary.org/
2https://xeno-canto.org/
3https://inaturalist.org
els for bird vocalization detection can discern more than 6,000 species, a significant portion of both the 10,000 described and the estimated 20,000 total bird species (Kahl et al. 2021), which demonstrates both the power of this approach and the need for more data to increase the species coverage.

Audio data labeling tools play a crucial role in streamlining the labeling process and ensuring the accuracy of labeled data, thereby impacting the overall efficiency and accuracy of a machine learning pipeline. A common workflow for labelling audio files is to open the audio file in a desktop application to play it back and annotate regions of its spectrum representation with the relevant labels. A common tool for this workflow is the open-source application Audacity, which provides a label track for annotations in the time-domain. Extensions to the functionality existing in Audacity like caching the boundaries of selections, automatically inferring binary labels from one another have been proposed as a means of increasing usability. (Li, Burgoyne, and Fuji-naga 2006). Also, replacing the audio editor Audacity with a wholly new tool that is specialized for the labelling has been suggested as a more thorough solution (Gibbons et al. 2023). Label Studio is a data labeling platform that has a similar feature set for audio, but also built-in automatic classification tools.

Both in the interest of usability and in the interest of model performance it is advisable to identify a narrow context of use and domain of audio to consider. In this work, we propose therefore to add a web tool to the labelling workflow, which employs state-of-the-art machine learning models for automating the labelling step of building passive-acoustic bird sound datasets.

3 Methods

We connected as computer science experts with domain experts to form a consortium which could both identify and build the tool needed for leveraging machine learning for improving the labelling workflow. To guide the process of developing the tool iteratively, we followed Co-design, which refers to a process by which practitioners and researchers come together to either adapt or create and test new materials, exhibits, programs, or technology tools (Mitchell et al. 2015). In our case, the taxonomy experts can be considered actual end users of our proposed application, as they are labelling files from datasets with gold-standard quality on a regular basis. The computer science researchers had been working with passive acoustic monitoring before and most recently built an application for automatic classification of bird song sound snippets, so they were also already familiar with the relevant technologies.

To bring knowledge from both taxonomy and computer science experts together, we conducted a series of semi-structured interviews, which were aimed at understanding the current workflow, its context of use, and the persistent pain points. It turned out that the taxonomists are labelling audio files in sessions of about one or two hours once to twice a week, as part of their jobs, in their offices at university or home. Next, we built a first version of a tool addressing the identified issues within the constraints of the identified context. Installing the often complex machine learning applications may constitute a hurdle to some end users. We therefore designed the tool as a web service that can be accessed through any web browser. The domain experts used the tool for one of their weekly annotation sessions and took notes on their observations, which were discussed with the computer science experts in a following meeting. The user’s feedback was considered in a revision of the software artifact. This lead to the addition of an integration with Xeno-Canto, which can be used as a ground-truth source for reference sounds of each detected species. Finally, we conducted a simple user study where the domain expert would label some files both with and without our tool, yielding some promising quantitative results.

4 Implementation

Packaging a complex machine learning application in a way that can easily be deployed to a client computer is still a challenge from a software engineering perspective. This is rooted in the machine learning applications usually being written in Python, which does not provide standard tools for packaging applications. We explored third-party solutions like Pym.Installer, which has been used with success for machine learning applications before, e.g., in the BirdNET-Analyzer. However, this solution did not yield a deployable package for us. Instead, we choose to package our application as an OCI container image using Google Kaniko and publish it on Docker Hub. This allowed us to deliver the application as a Docker image to a Hugging Face Space for easy and free perpetual hosting. Our application is designed to be used interactively, so responses from the machine learning model usually take about 1 minute on 1-minute input files. Since our Hugging Face Space can easily be forked using the methods of the web interface of Hugging Face, anyone can create a copy for themselves and attach compute resources from Hugging Face’s catalog to it, should that be necessary.

Our Docker image is build by GitLab continuous integration. It is based on Ubuntu 22.04, installs Python 3.11, Python runtime packages include the BirdNET-Analyzer wrapper birdnetlib, the full-stack web toolkit Gradio, the
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4https://manual.audacityteam.org/man/label_tracks.html
3https://labelstud.io/
audio processing library librosa\textsuperscript{18}, the interactive plotting library Plotly\textsuperscript{19}, the audio resampling library resampy\textsuperscript{20}, and the deep learning framework TensorFlow\textsuperscript{21}.

5 Results

Figure 1 shows the finished application from a user’s perspective. We made sure to handle all possible implications of interacting with the application so that it can be used in any order of the possible interaction steps. The intended interaction flow starts at the top where the user specifies the dataset to work on either by selecting from a dropdown of predefined locations or by entering the coordinates of the recording locations. This is necessary, as the BirdNET system filters its outputs using the eBird database\textsuperscript{22} of local bird species. Next, the users select a recording of the dataset to work from their local machine, which in turn gets uploaded to the server. Note that this interaction scheme allows users to quickly iterate through the audio files of one dataset, which matches the workflow we identified in co-design with the taxonomy experts. The users can configure settings for the inference using the BirdNET Analyzer before a click on the "Detect" triggers the automated analysis. After about 1 minute, the system responds with a list of automatic detections, which can be selected for further inspection. Upon selecting one detection on the left side table, the right side updates to display a spectrogram, an audio player, an interactive label pull-down selection element and a link to Xeno-Canto. Using these, the user can visualize the sound and play it back to detect the bird call themselves. For reference, the user can open the relevant Xeno-Canto page right in the browser they are using the BirdNET-Annotator. The user can select another label from the searchable dropdown or enter a free-text label of their own. Once the user is happy with a label, they can click "Confirm" to add it to the output file. This process can be repeated until the high-confidence detections on this file are exhausted. Finally, the label track file can be downloaded to the user’s client computer by clicking "Download". The downloaded file can be readily imported into Audacity for fine-tuning and completing the labels.

We performed a preliminary evaluation of the resulting application using a quantitative user study. An expert labelled 46 minute-long audio files, denoting both species identity and precise temporal boundaries of each sound event, using Audacity either with or without our BirdNET-Annotator application as a preliminary stage. Files were randomised so that difficulty rising and falling with the day and night cycle cannot skew results. The annotation effort took place over the course of several days, so that form-of-the-day effects should be eliminated. We find that the expert could label the files significantly faster when using BirdNET-Annotator than with Audacity alone (reduction from 648 ± 301 to 412 ± 109 seconds, mean ± standard deviation; $p = 0.0012$, Student’s t-test). This means BirdNET-Annotator saved an average of 3min and 55s per file, or 36.3% of the time it would normally take using the standard workflow. This observation is in line with the positive subjective response from the taxonomy experts, who report higher efficiency when using BirdNET-Annotator.

6 Conclusion and Future Work

In this paper, we introduced BirdNET-Annotator, a web-based tool that employs large, pretrained artificial neural models to semi-automatically annotate bird calls and bird songs in audio data files provided by the user. We discussed how we developed, built, and hosted BirdNET-Annotator as well as how we evaluated it. BirdNET-Annotator has proven to be easily accessible, usable by domain experts, and to improve user performance as measured in labelling time.

In our exchanges between machine learning and domain experts, it became clear that automation of the tedious work of instance labelling is vital. We could show that the increased automation pays off in terms of labeling time.

While the introduction of an AI-powered element proved to be advantageous, it also introduced the need for the user to switch between two applications, namely BirdNET-Annotator for curated model-based annotation, and Audacity for refining temporal boundaries of prediction as well as correction of false negatives. The need to switch between applications may represent a hurdle, and it would be desirable to combine all functionalities in one platform. We explored building the labelling functionality as in Audacity right into the spectrogram plot of the BirdNET-Annotator, but hit a wall due to our choice for Gradio as a library for generating the frontend. Specifically, in its current version, Gradio does not expose functionality necessary for interacting with plots, writing annotations and listening for user interactions with them. While one could in principle implement the functionality oneself, we opted for not pursuing that path due to the complexity of the Plotly element we used for this plot. As a viable alternative given the tools available today, the application could be reimplemented in a framework which supports this central requirement. Further, we explored the possibility of rewriting BirdNET-Annotator in the plotly-aware full-stack web framework Dash\textsuperscript{23} and demonstrated a successful combination of the spectrogram plot with the interactive labelling component. Given the great potential of AI-assisted tools for the taxonomy domain, this seems to be worth exploring more in future iterations of the annotation tool.

In conclusion, our study demonstrates the successful integration of large, pre-trained neural models within the workflow of specialized domain experts, showcasing the potential of interactive, user-friendly applications. It turns out that bird sound datasets form an excellent application field for explorative AI-assisted labelling, a precondition for the effective application of supervised machine learning algorithms. The present work may offer a template for broader applications, highlighting the potential of interactive machine learning across diverse domains.

\textsuperscript{18}https://pypi.org/project/librosa/
\textsuperscript{19}https://pypi.org/project/plotly/
\textsuperscript{20}https://pypi.org/project/resampy/
\textsuperscript{21}https://pypi.org/project/tensorflow/
\textsuperscript{22}https://ebird.org/
\textsuperscript{23}https://plotly.com/dash/
Figure 1: A screenshot of the BirdNET-Annotator application interface. The user inputs a sound file, indicating the geographical location where it was recorded. Sliders are used to set parameters such as confidence- and sensitivity-thresholds, as well as desired overlap between contiguous time windows. Inference with the pre-trained BirdNET model is triggered through the large, bright-orange “Detect” button. Individual detections are listed on the bottom-left UI element (common and scientific names, segment start and end times, and confidence level associated with the prediction). The domain expert can evaluate the prediction by listening to the sound segment, as well as visualising it as a spectrogram. A link to the predicted species’ page on the reference platform Xeno-Canto is provided for quick comparison. If needed, the user can correct the prediction by assigning a different species label to the sample. Finally, the user can confirm the label and move on to the next sample.
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