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Abstract

In this work, we present a novel dense-correspondence
method for 6DoF object pose estimation from a single RGB-
D image. While many existing data-driven methods achieve
impressive performance, they tend to be time-consuming
due to their reliance on rendering-based refinement ap-
proaches. To circumvent this limitation, we present HiPose,
which establishes 3D-3D correspondences in a coarse-to-
fine manner with a hierarchical binary surface encoding.
Unlike previous dense-correspondence methods, we esti-
mate the correspondence surface by employing point-to-
surface matching and iteratively constricting the surface
until it becomes a correspondence point while gradually re-
moving outliers. Extensive experiments on public bench-
marks LM-O, YCB-V, and T-Less demonstrate that our
method surpasses all refinement-free methods and is even
on par with expensive refinement-based approaches. Cru-
cially, our approach is computationally efficient and en-
ables real-time critical applications with high accuracy re-
quirements.

1. Introduction

Estimating the 6 Degrees of Freedom (6DoF) object pose
stands as a fundamental challenge in 3D computer vision.
This task plays a pivotal role in numerous real-world ap-
plications, including augmented reality [45, 48, 70], robotic
grasping [68, 69], and autonomous driving [39, 51]. Despite
its significance, achieving accurate 6DoF pose estimation
remains challenging, particularly in scenarios characterized
by homogeneous object textures and heavy occlusion.

The advent of deep learning has helped to overcome
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Figure 1. Illustration of HiPose : (a) For every point cloud with
color and normals as inputs, our network outputs a binary code to
establish a correspondence to a sub-surface on the object. (b) With
the coarse level matching, we estimate an initial pose pose,,. The
additional n bits are used for iterative fine-grained matching and
pose estimation and gradual outlier rejection. Note that this pro-
cess is render-free and RANSAC-free, ensuring fast performance
of our algorithm.

those challenges. A recent branch of RGB-only works [41,
50, 67] shows promising results for handling occlusion. De-
spite these advancements, estimating object pose from RGB
images alone remains challenging due to the inherent depth
ambiguity in monocular images.

Analogous to the prediction of 2D-3D correspondence
in RGB-only approaches, [5, 62] predict sparse 3D-3D cor-
respondences. However, most methods with depth input
either do not utilize RGB information [10, 11, 31] or rely
on RGB images only to segment the object from the back-
ground [4, 11, 25, 34], thus discarding valuable RGB fea-
tures. To preserve rich RGB information, [16, 17, 58, 74]



proposed novel feature fusion networks to better leverage

RGB and depth information but lag behind in public bench-

marks such as BOP [54].

In contrast, most current state-of-the-art approaches typ-
ically obtain an initial pose using RGB-only methods and
then apply a computationally expensive, often iterative,
pose refinement step using depth information [35, 47]. Di-
rectly utilizing RGB-D images to estimate the initial pose
promises to yield more precise and reliable object pose es-
timates.

In this paper, we aim to fully exploit the detailed in-
formation in RGB-D images to estimate accurate object
poses without any time-consuming refinement step. Us-
ing RGB-D input, we benefit from additional information
such as point-to-surface distances. Taking inspiration from
the recent work ZebraPose [50], a dense 2D-3D correspon-
dence prediction method, we introduce HiPose, a network
that efficiently predicts dense 3D-3D correspondences be-
tween the input depth map and the object model. Unlike
ZebraPose [50], we process the encoding in a manner that
takes better advantage of its coarse-to-fine properties by it-
eratively removing outliers.

Instead of solving the pose using the predicted cor-
respondences within the RANSAC framework, as com-
monly done in conjunction with the Kabsch algorithm [56],
we propose a novel and more stable hierarchical cor-
respondence pruning approach, eliminating the need for
RANSAC. Specifically, the coarse-level prediction in the
hierarchical binary code output is less error-prone, provid-
ing a robust initial pose. This coarse pose helps identifying
and removing outlier matches based on point-to-surface dis-
tance. Subsequently, we apply a finer-level prediction with
each iteration, refining our pose prediction and eliminating
outliers at finer levels to enhance accuracy as shown in Fig-
ure 1.

Overall, our contributions can be summarized as follows:
* We present an approach for estimating object pose that

fully exploits RGB-D data, focusing on 3D-3D corre-
spondence matching through hierarchical binary surface
encoding.

* We introduce a RANSAC-free hierarchical correspon-
dence pruning approach for pose estimation through
coarse-to-fine sub-surfaces based outlier filtering.

* Extensive experiments on LM-O, YCB-V and T-LESS
datasets demonstrate our method’s effectiveness. We
achieve state-of-the-art results without any additional re-
finement, making our approach notably faster than alter-
native methods and suitable for real-time applications.

2. Related Work

We limit our in-depth discussion of related work to the
instance-level pose estimation methods based on deep
learning where the 3D CAD model of the target object is

available during training.

2.1. RGB-only Pose Estimation

Most top-performing RGB object pose estimation meth-
ods [7, 20, 41, 50, 59, 67] attempt to establish dense 2D-3D
correspondences between 2D coordinates in the RGB im-
age and 3D coordinates on the object surface. The 6D pose
is then computed by solving the Perspective-n-Point(PnP)
problem [28]. Dense correspondence-based methods have
been shown to outperform the keypoint-based methods [36,
40, 42, 46, 71] and holistic approaches [8, 23, 49, 63]
nowadays, as also demonstrated in the BOP challenge re-
sults [54]. We draw inspiration from ZebraPose [50], a
dense correspondence-based method that employs a coarse-
to-fine surface encoding to represent correspondences. This
approach has demonstrated significant improvements in ac-
curacy, motivating our own idea. Overall, RGB-only meth-
ods are still limited in performance due to the absence of
geometric information.

2.2. Depth-only and RGB-D Pose Estimation

The development of point cloud processing networks [2, 21,
30, 43] boosted pose estimation methods that exclusively
used 3D measurements [1, 6, 60, 61, 65, 66]. These meth-
ods have demonstrated excellent generalization. However,
discarding RGB appearance severely limits the performance
of these approaches, due to pose ambiguities and exclusion
of color features.

RGB-D methods attempt to fuse the information of the
RGB and Depth modalities. [26, 29, 33] treat the depth in-
formation as an extra channel of RGB images, which are
then fed to a CNN-based network. A more effective utiliza-
tion of RGB and depth images is to extract features from
these two modalities individually, then fuse them for pose
estimation [16, 17, 44, 57, 58, 64, 72, 74]. Such approaches
benefit from visual information and geometric information
and show higher accuracy [54]. FFB6D [17] designed bidi-
rectional fusion modules to enhance representation of ap-
pearance and geometry features. Recently, [74] proposed a
transformer-based fusion network based on FFB6D.

2.3. Pose Refinement with Depth Information

An additional pose refinement stage, often in an iterative
manner, improves the result significantly. The Iterative
Closest Point algorithm (ICP) is typically used as a refine-
ment strategy, making use of depth information to align
the estimated object point cloud to the image [52, 53, 63].
PFA [22] proposes a non-iterative pose refinement strategy
by predicting a dense correspondence field between the ren-
dered and real images. CIR [35] iteratively refines both pose
and dense correspondence together using a novel differen-
tiable solver layer under a rendering and comparison strat-
egy. However, the rendering is time-consuming.



3. Method: HiPose

This section provides a detailed description of the proposed
model-based method for 6D object pose estimation.

Inspired by the successful application of binary codes in
the RGB-only setting, we extend the method to encode ob-
ject surfaces in a coarse-to-fine way in the RGB-D setting.
Our approach consists of a hierarchical binary surface en-
coding which is fed into a coarse-to-fine pose solver. The
solver achieves rapid pose estimation through several iter-
ations of surface partitioning and outlier rejection without
RANSAC or the need for rendering.

3.1. Problem Definition and Notation

For each target object in an RGB-D image (RGB image +
2D depth map), our goal is to estimate the transformation
between the predefined object coordinate system and the
camera coordinate system. This transformation consists of a
rotation matrix R € SO(3) and a translation vector t € R3.

We are given an object O with a 3D Scan or CAD model
mesh, denoted M, consisting of IV 3D vertices v; € R3,
with ¢ being the vertex index. A binary encoding of the NV
vertices, is a binary code c; of d bits that uniquely corre-
sponds to a vertex v;. We preprocess the object mesh by
upsampling so that N = 29,

ZebraPose [50] constructs this binary encoding itera-
tively, by splitting the mesh into parts of equal amount of
vertices at each step, and assigning a bit to each group. In
the iteration it, it € {0,1,...,d — 1} of the surface parti-
tion, we have 2% separate sub-surfaces. Assuming a surface
contains L vertices, balanced k-means is used for the parti-
tioning, resulting in two sub-surfaces containing | L /2] and
L — | L/2] vertices respectively.

This procedure creates a hierarchical encoding, meaning
that all vertices whose first = bits are equal, belong to the
same sub-surfaces of the object mesh surface until the z-th
partition. Expressed differently, a binary code c describes a
manifold of coarse-to-fine object surfaces Si, k =0,--- ,d
where Sy is the full object mesh and S is a single vertex of
the mesh.

3.2. Point-to-Surface Correspondences

Prior work [50] used a binary encoding of surfaces as de-
scribed in Section 3.1 for pose estimation from RGB im-
ages. This was done by training a neural network to es-
timate a binary code of d bits for every pixel p,,, within
a detected object bounding box. This can then be used to
establish 2D-3D correspondences between pixels and en-
coded vertices v; of the object model. These correspon-
dences are presented to a Perspective-n-Point (PnP) solver
(e.g. RANSAC+EPnP [28]) to estimate the object pose. Re-
sults show that this encoded surface representation is well
suited for neural network training [50] since it allows to pro-
gressively learn finer details.

However, such a method: (1) Is not designed to make
use of depth map information, apart from the final pose re-
finement stage, (2) does not take explicit advantage of the
hierarchical nature of the encoded surface prediction, and
(3) does not exploit the inherent confidence in predicted sur-
face codes - instead, the continuous binary code estimates
in the range [0, 1] are quantized to discrete bit values which
discards all confidence information.

In contrast, our method-HiPose is designed to take a sin-
gle RGB-D image as input and extract features from both
modalities to predict 3D-3D correspondences. Our net-
work receives as input a cropped Region of Interest (Rol)
from a detected object, both, from the RGB image and the
depth map as seen in Figure 2. The inputs are processed
by two branches of a bidirectional fusion network as in
FFB6D [17]. Details on the network architecture and im-
plementation are provided in Section 4.1. The pixels of
the depth image are converted to a point cloud. For each
3D point P, our network is trained to predict a binary code
¢. This code represents a 3D-3D correspondence between
the point cloud and the object model. A solution for the
pose can be obtained by passing these correspondences to
the Kabsch pose estimation algorithm [56].

This approach is in line with similar correspondence
methods. However, the hierarchical nature of the encoding
presents an opportunity for coarse-to-fine processing that
has not been exploited yet. This is where our hierarchical
point-to-surface approach is applied. As discussed in Sec-
tion 3.1, a binary encoding represents a manifold of object
surfaces depending on how many bits of the encoding are
considered. Instead of directly processing the full encoding
of d bits, which includes high uncertainty for the last bits,
we propose to split the binary encoding into two groups:
The first m and the last n bits (d = m + n). Unlike in [50],
we utilize the (m + 1), until the dy, bits in an iterative
manner, as explained in the following.

The first m bits of the encoding yield a 3D point-to-
surface correspondence from a point in the point cloud to
a surface segment S,,, on the object model. From the sur-
face S,,, a centroid point can be computed, and used as a
3D point on the model to create a 3D-3D correspondence.
A coarse pose estimate RO, f:o can then be obtained from
these correspondences. Crucially, the coarse pose estimate
is used for outlier pruning as described in Section 3.4. We
iteratively repeat this process for bits m + 1 until m + n, in
a coarse-to-fine manner, with the surfaces of interest S,;, 41
until S,,,+,, decreasing in size at each iteration. Simulta-
neously, the pose estimates at each iteration have gradually
higher accuracy and can be used for finer outlier removal.

3.3. Hierarchical Binary Code Decoding

Existing methods such as ZebraPose [50], use estimated bi-
nary codes in a straightforward manner. The continuous es-
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Figure 2. Overview : Our framework uses an RGB-D image crop as input and predicts an m + n bits binary code using a full-flow
bidirectional fusion network for every point cloud patch on the target object. The first m bit codes point to a relatively coarse surface
(blue line), while the final n bit codes are used n times as indicators to perform hierarchical surface partitioning (red lines). Through the
iterative process of identifying fine-grained point-to-surface correspondences, the algorithm finally yields an accurately estimated pose.

The colored patches on the model represent different surface partitions.
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Figure 3. Correspondence Pruning. The green line demonstrates
an example where the point cloud lies in the transformed surface
under the estimated pose. The distance between the point in the
point cloud and the transformed surface is represented by the blue
dashed line. The red line demonstrates another case where the
transformed surface is far away from the point in the point cloud
(yellow point). Consequently, the correspondence depicted by the
red line will be removed in the next iteration.

timated code from the neural network is transformed into a
binary code by quantizing the values from the range [0, 1] to

bit values. Then, the estimated binarized code ¢ has direct
correspondence to a vertex code c;. However, this method
discards valuable confidence information that is inherent in
the predicted code and makes the process highly reliant on
the performance of the RANSAC-PnP solver.

Denoting the direct (non-binarized) prediction output
vector as ¢ and its quantized version as &, we propose
to compute a bit correctness probability/confidence vector
pc € R‘[’lofll] as

pe=1lax1 — e —¢|. (1)

HiPose introduces a method to leverage this probability
information, enabling superior results to be achieved with
several rendering-free iterations, thereby improving algo-
rithmic efficiency. Our binary code decoding consists of
initial surface selection and sub-surface partitioning.

Initial surface selection. The blue line in Figure 2 indi-
cates the process of initial surface selection. As the number
of iterations increases, each surface is further divided and
the corresponding bits become more difficult to learn for
the network. Therefore, it is essential to select an appropri-
ate starting point S,,, from the surface manifold where the
pose estimation iterations should begin, or, equivalently se-
lect the value m, where the binary encoding will be split.



The initial surface selection for every correspondence is
based on the bit correctness probability vector p.. The last
bit j, for which p/ is higher than the probability thresh-
old, is called the trust bit. We set mgefqui¢ as the mini-
mum value of m which limits the maximum initial size of
the sub-surfaces and begin our pose estimation iterations
at m = maz(j, mge fauit). There are two advantages of
setting Mge fquit: Ensuring a certain degree of accuracy in
the initial pose estimation and reducing computational com-
plexity.

Sub-surface Partitioning. As shown in Figure 2, the
red lines indicate the process of sub-surface partitioning.
As the surfaces reduce in size between iterations, corre-
spondences become more challenging to learn and there-
fore less reliable. Consequently, during each iteration, prior
to performing pose estimation on a subdivided surface, we
employ our hierarchical correspondence pruning process,
which efficiently eliminates outliers within a few iterations,
as described in detail in the next Section 3.4. We perform
d—m iterations of hierarchical correspondence pruning and
a sub-surface S,, encoded by m bit can only be partitioned
d — m times. If the trust bit 5 of a prediction is larger
than mge fquie, this sub-surface S; will retain its size in the
former j — Mmge fquit iterations of correspondence pruning.
In this way, a prediction with a higher trust bit prioritizes
matching a finer correspondence, leading to a more reli-
able and precise pose in each iteration. For simplicity, we
assume that the trust bit j equals mgefqui¢ in Section 3.4,
thereby not skipping the sub-surface partitioning.

3.4. Hierarchical Correspondence Pruning

Through the point-to-surface matching process, starting
from bit m of the estimated code, we can compute the cen-
troid g,, of the corresponding surface S, and all corre-
sponding vertices v;. The 3D coordinate of g, is the aver-
age of the M vertex coordinates, g, = 77 Zf\il vi.

The sub-surface partitioning and pose estimation is re-
peated n times (from bit m + 1 to bit d). In the ity, iteration,
it € [0,1,...,n — 1], we compute the centroid g;; of the
corresponding sub-surface for every masked point P in our
point cloud and estimate a pose [Rit |t;;] in this step through
a Kabsch solver. With this estimated pose, we select inliers
using the distance calculated below.

In the (it+1)y, iteration, we calculate the distance for ev-
ery correspondence between point P and transformed sub-
surface S}, ;; under pose [f{it|f:it], which will be used as
the threshold to distinguish inliers and outliers. Figure 3 is
a visual representation of this process. The minimum dis-
tance between a point P in the point cloud and transformed
surface S},  ;, is defined as:

[ = min [Rievi + ti — P|| 2)

The correspondences are distinguished as inliers and out-

liers based on the median of the distance . The different
options for distinguishing inliers and outliers are compared
in an ablation study, Section 4. Formally, in the general case
the pose at iteration ¢t is solved by Kabsch K with an input
set of point-to-surface centroid 3D-3D correspondences as:

[Riclti] = K({Pr.gF it} P € inliers;, 3)

After completing the n iterations of surface partition-
ing, all point-to-surface correspondences have converged to
point-to-point correspondences. Finally, we perform one
round of the Kabsch algorithm with all the point-to-point
correspondences that were never recognized as outliers in
the hierarchical correspondence pruning process to gener-
ate the final estimated pose, [Ro,[t,,].

4. Experiments

In this section, we start with the implementation, datasets
and evaluation metrics. Next, we show ablation studies of
our method with different 3D-3D correspondence solvers.
Finally, we present the experimental results of our method
and compare to recent pose estimation methods from the
literature and from the BOP Challenge.

4.1. Implementation Details.

Our approach can be easily integrated into a variety of exist-
ing RGB-D networks. This paper utilizes the full flow bidi-
rectional fuse network from FFB6D [17] as a baseline and
applies some modifications to create the HiPose network.

Similarly to FFB6D, our HiPose network has two
branches to deal with images and point clouds, respectively.
We feed the HiPose network with 1) a zoomed-in Region
of Interest (Rol) image, and 2) a point cloud generated by
uniform sampling of a fixed number of pixels from the Rol
depth map.

Modifications are also made to the output layers. We
replace three output heads with a single head containing the
visibility mask and a binary encoding of length d for every
randomly selected point. We use L1 loss for both the visible
mask and binary encoding. Our training loss is defined as

Loss = Lmask + aLcode (4)

where « is a weight factor between the mask and the binary
encoding losses, set to o = 3 throughout all experiments.
Note that for the binary encoding prediction, we only calcu-
late a loss for the points within the predicted visible mask.

For the network backbone, we use the recent Con-
vNext [38] architecture which builds up on ResNet [15].
ConvNext shows on-par performance to Vision Trans-
former [9] while retaining the efficiency and simplicity of
ResNet.

We train our network for 380K iterations with a batch
size of 32. We use the Adam [24] optimizer with a fixed



A0 Kabsch 86.65
Al RANSAC+ Kabsch 89.12
A2 Our Hierarchical Pruning 89.62
BO Trust Bit Threshold 0.08 89.55
Bl Trust Bit Threshold 0.06 89.61
B2 Trust Bit Threshold 0.04 89.59

CO | Inlier Threshold: median — mean | 89.47
DO ‘ ConvNext-B [38] — ResNet34 [15] ‘ 88.64

EO | ZebraPose(pbr)+RANSAC Kabsch | 87.0
El ConcatRGBD+RANSAC Kabsch 84.5

Table 1. Ablation study on LM-O [3]. We conduct several ab-
lation studies, comparing our proposed method to a RANSAC-
based approach and exploring the impact of hyperparameters on
the results. The results are presented in terms of average recall of
ADD(-S) in %.

learning rate of le — 4. During training, we employ RGB
image augmentations used in ZebraPose [50] and depth
augmentations from MegaPose [27] for the depth maps.

4.2. Datasets

We conduct our experiments on the LM-O [3], YCB-V [63]
and T-LESS [18] datasets. These datasets collectively en-
compass a wide range of scenarios, including instances of
heavy occlusion, texture deficiency and symmetrical ob-
jects. Since annotating real data for object pose can be
very time-consuming, we utilize publicly available syn-
thetic physically-based rendered (PBR) images provided by
the BOP challenge [54] to demonstrate that our network can
be effectively trained using only synthetic data.

4.3. Metrics

For the LM-O dataset, we report the ADD(-S) metric which
is the most common metric for 6DoF pose among contem-
porary works. ADD calculates the percentage of object ver-
tices that fall under a distance threshold (object size depen-
dent) when projected to the camera coordinates using the es-
timated pose vs. using the ground truth pose. In the case of
a symmetric object, ADD(-S) differs in that it matches the
closest model points (taking symmetry into account) instead
of the exact same model points. For the YCB-V dataset, we
report the area under curve (AUC) of the ADD(-S) with a
maximum threshold of 10cm as described in [63]. Addi-
tionally, for both datasets, we report the BOP score metric
defined by the BOP Challenge [54].

4.4. Ablation Studies

In the following, we perform several ablation studies with
the LM-O dataset. We summarize the results in Table 1,
Table 2 and Figure 4.

IterationStep | 1 | 2 | 3 | 4 | 5 | 6 | 7 | final

precision(%) | 66.1 | 67.4 | 70.3 | 73.3 | 73.8 | 75.9 | 75.9 | 76.1

Table 2. Outlier removal metrics. We evaluate precision at each
iteration to validate the outlier removal process.
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Figure 4. We conduct an ablation study on selecting the default
initial bit mge fqui¢ using 8 objects from the LM-O dataset. The
flat curve illustrates that our proposed design is robust and has a
clear advantage to the non-hierarchical variant (16 as initial bit).

Effectiveness of Correspondence Pruning. We first fo-
cus on the effectiveness of our proposed hierarchical cor-
respondence pruning. In the experiment (AO) in Table 1,
we directly solve the object pose with the Kabsch Algo-
rithm. The promising results highlight the effectiveness of
the binary encoding. However, compared to our other ex-
periments reveals that the predicted correspondences from
the network are still noisy and contain outliers.

Comparing Al with A0, the most common method for
identifying outliers using RANSAC framework, we ob-
served a 2.47% recall improvement. The results of A1 heav-
ily depend on the choice of hyper-parameters, including the
number of correspondences used in each iteration, the num-
ber of RANSAC iterations, and the inlier threshold in each
iteration. Additionally, random seed variations can also im-
pact the results. In this experiment, we utilized the public
RANSAC and Kabsch algorithm from Open3D [75]. Note
that we explored multiple parameter combinations and re-
ported the best results among them.

In contrast to the RANSAC scheme, our hierarchical cor-
respondence pruning provides stable results analytically, ir-
respective of the random seed. In experiment A2, we chose
the 10y, bit as our initial bit and defined the confidence bit
based on predicted logits higher than 0.52 or lower than
0.48. As shown in Table 1, compared to not using any
outlier strategy (AO), our approach (A2) improves recall by
about 3% while outperforming the best results achievable
by RANSAC.



Method RGB Input RGB-D Input
GDR-Net [59] \ ZebraPose [50] | PR-GCN [73] \ FFB6D [17] \ RCVPose [62] \ DFTr [74] \ Ours
ape 46.8 57.9 40.2 47.2 60.3 64.1 78.0
can 90.8 95.0 76.2 85.2 92.5 96.1 98.9
cat 40.5 60.6 57.0 45.7 50.2 52.2 87.5
driller 82.6 94.8 83.2 81.4 78.2 95.8 97.8
duck 46.9 64.5 30.0 53.9 52.1 72.3 85.3
eggbox* 54.2 70.9 68.2 70.2 81.2 75.3 80.3
glue* 75.8 88.7 67.0 60.1 72.1 79.3 94.1
holepuncher 60.1 83.0 97.2 85.9 75.2 86.8 95.2
mean 62.2 76.9 65.0 66.2 70.2 7.7 89.6

Table 3. Comparison with State of the Art on LM-O [3]. We report the Recall of ADD(-S) in % and compare with state of the art. (*)

denotes symmetric objects.

AUC of | AUC of

Method ADD-S | ADD(-S)
m SO-Pose [7] 90.9 83.9
g GDR-Net [59] 91.6 84.4
ZebraPose [50] 90.1 85.3
PVN3D [16] 95.5 91.8
A | RCVPose [62] 96.6 95.2
@ FFB6D [17] 96.6 92.7
a7 DFTr [74] 96.7 94.4
Ours 97.6 95.5

Table 4. Comparison with State of the Art on YCB-V[63]. We
compare our HiPose with state of the art w.r.t AUC of ADD(-S)
and AUC of ADD-S in %.

We also estimate the precision metrics of outlier re-
moval at each iteration in Table 2. A true sample is de-
fined when the distance between estimated coordinates and
ground truth fall under a 10mm threshold. The increase in
precision confirms the gradual removal of low-quality cor-
respondences. In the following ablation studies, we demon-
strate that our approach is also robust to the choice of hyper-
parameters.

Influence of Default Initial Bit. Using smaller initial
bits implies matching the point to a relatively coarse sur-
face correspondence. However, our trust-bit-based initial
surface selection ensures that each vertex is considered sep-
arately and corresponds to its most reliable initial bit.

As demonstrated in Figure 4, our proposed design is ro-
bust to the choice of initial bit from 5y, bit to 11y, bit. We
observe some performance drops when we start from the
12y, bit, and a significant drop when directly using 16, bit,
underscoring the importance of our hierarchical correspon-
dence pruning. By calculating the mean recall across all 8
objects, we noticed that using the 9y, to 11y, bits as the ini-

tial bit provides slightly higher results. Considering both
accuracy and computational efficiency, we consistently use
the 10y, bit as our default initial bit.

Threshold for the Trust Bit. The initial bit for each
point and our inlier identification strategy is closely tied to
the choice of the trust bit. By varying the threshold 0.02
used in experiment A2 (predicted logits greater than 0.52 or
smaller than 0.48), we alter the trust bit threshold in exper-
iments BO, B1, and B2. As indicated by the experimental
results, when the threshold is greater than 0.08, we start to
observe a small performance drop. Overall, the results re-
main quite stable within the threshold range of 0.02 to 0.08.
This demonstrates the relative robustness of our approach
to the choice of the trust bit.

Criteria used in Correspondence Pruning. The default
criterion for distinguishing inliers and outliers in correspon-
dence pruning is based on the median of distance ! defined
in Equation 2. We replaced the median criterion for the in-
lier threshold used in A2 with a mean criterion in CO, result-
ing in a decrease in average recall. It is comprehensible that
utilizing indicators associated with the median produces su-
perior outcomes, given the median’s ability to disregard the
impact of extreme values.

Effectiveness of CNN Backbone. To ensure compara-
bility with recent research employing the transformer archi-
tecture and ConvNext [38] feature backbone, we default to
using ConvNext as our image feature extraction network.
Additionally, we provide results of experiment (DO0) in Ta-
ble 1 using ResNet as the feature backbone to offer fur-
ther insights for comparison with earlier approaches. Re-
sults show that the choice of feature backbone only has a
marginal effect.

Naive RGB-D baselines. Using the networks provided
by ZebraPose, we back-project 2D pixels into 3D points
using the depth map, followed by pose estimation using
RANSAC + Kabsch for 3D-3D correspondence(E0). We
also implement ”Concat”(E1), a naive baseline model that



Method | Refinement | LM-O | YCB-V | T-LESS | mean | time(sec)
FFB6D-CVPR21-PBR-NoRefinement [17] - 687 | 758 - 72.3% | 0.19
RCVPose 3D_SingleModel VIVOPBR [62] | ICP[47] | 729 | 843 708 | 76.0 1.33
SurfEmb-PBR-RGBD [14] custom [14] | 76.0 79.9 82.8 79.6 9.04
RADet+PFA-PBR-RGBD [13] PFA[22] | 797 | 826 802 | 80.8 2.63
GDRNPP-PBR-RGBD-MModel [37] ~CIR [35] | 775 | 90.6 852 | 844 | 637
HiPose (ours) - 799 | 907 833 | 846 | 0.6

Table 5. Comparison to leading methods of the BOP Challenge [54] that trained on synthetic PBR data only w.r.t. BOP score. (~) denotes
similar to CIR[35]. * averaged over LM-O and YCB-V only as T-LESS results are not provided for this method.

learns 2D-3D correspondence, yet solves the pose with 3D-
3D correspondences. In the "Concat” baseline, we concate-
nate the RGB and depth channels as input for the CNN.
However, the absence of a pretrained CNN model appears
to make the results worse. Nonetheless, none of the base-
lines surpass HiPose, suggesting that direct learning of 3D-
3D correspondences is more effective.

4.5. Comparison to State of the Art

In the following, we compare HiPose to the state of the art
using various metrics on multiple datasets.

Results on LM-O. In Table 3, we compare our HiPose
with the state-of-the-art methods on the LM-O dataset w.r.t.
the ADD(-S) score. We used the 2D detection provided
by CDPN [32], which is based on the FCOS [55] detec-
tor and trained only with PBR images provided by the BOP
challenge. According to the results, HiPose outperforms all
other methods by a large margin of 11.9% compared to the
best RGB-D method DFTr and 12.7% compared to the best
RGB-only method ZebraPose.

Results on YCB-V. In Table 4, we compare HiPose with
the state-of-the-art methods on the YCB-V dataset w.r.t. the
AUC of ADD-S and ADD(-S) score. All other methods
used real and synthetic images in the training. To ensure
a fair comparison, the 2D FCOS detections employed here
are trained with both real and synthetic images. According
to the results, HiPose again excels beyond all other methods
with a significant margin (around 1%) when taking into ac-
count that scores on YCB-V are already close to saturation.

Results on the BOP Benchmark. The BOP bench-
mark provides a fairer ground for comparisons, offering
uniform training datasets and 2D detections for all par-
ticipating methods and more informative evaluation met-
rics [19]. We used the default detections provided for the
BOP Challenge 2023.

Most methods in Table 5 rely on a time-consuming
pose refinement step, while HiPose estimates accurate ob-
ject pose directly without any pose refinement. HiPose
surpasses the state-of-the-art on LM-O, YCB-V datasets
and achieves a very comparable result on the T-LESS
dataset. When considering the average recall across the

three datasets, HiPose exhibits higher recall compared to
all other methods.

GDRNPP [37] has the most closely aligned results with
HiPose, yet HiPose is approximately 40 times faster than
GDRNPP with refinement. This demonstrates that HiPose
is both accurate and computationally efficient.

4.6. Runtime Analysis

The inference time mainly comprises two components: 1)
object detection and 2) object pose estimation. For a fair
comparison, we use the same method to calculate inference
speed as GDRNPP on an RTX3090 GPU. Our average ob-
ject pose estimation time across the LM-O, YCB-V, and T-
LESS datasets is 0.075 seconds per image. The average 2D
detection time with YOLOX [12] on those three datasets is
0.081 seconds. The fast object pose estimation time ensures
the real-time applicability of our approach, especially since
the costly refinement methods are not necessary.

5. Conclusion

We introduced HiPose, an RGB-D based object pose esti-
mation method designed to fully exploit hierarchical sur-
face encoding representations and iteratively establish ro-
bust correspondences. In contrast to existing methods, we
consider the confidence of every bit prediction and gradu-
ally remove outliers. Our method is trained exclusively on
synthetic images and outperforms the state-of-the-art in ob-
ject pose estimation accuracy across several datasets. At the
same time, HiPose is considerably faster as time-consuming
pose refinements become redundant.
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