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Abstract 
In-field human motion capture (HMC) is drawing increasing attention 
due to the multitude of application areas. Plenty of research is 
currently invested in camera-based (markerless) HMC, with the 
advantage of no infrastructure being required on the body, and 
additional context information being available from the surroundings. 
However, the inherent drawbacks of camera-based approaches are 
the limited field of view and occlusions. In contrast, inertial HMC 
(IHMC) does not suffer from occlusions, thus being a promising 
approach for capturing human motion outside the laboratory. 
However, one major challenge of such methods is the necessity of 
spatial registration. Typically, during a predefined calibration 
sequence, the orientation and location of each inertial sensor are 
registered with respect to the underlying skeleton model. This work 
contributes to calibration-free IHMC, as it proposes a recursive 
estimator for the simultaneous online estimation of all sensor poses 
and joint positions of a kinematic chain model like the human 
skeleton. The full derivation from an optimization objective is 
provided. The approach can directly be applied to a synchronized data 
stream from a body-mounted inertial sensor network. Successful 
evaluations are demonstrated on noisy simulated data from a three-
link chain, real lower-body walking data from 25 young, healthy 
persons, and walking data captured from a humanoid robot. The 
estimated and derived quantities, global and relative sensor 
orientations, joint positions, and segment lengths can be exploited for 
human motion analysis and anthropometric measurements, as well as 
in the context of hybrid markerless visual-inertial HMC.
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1 Introduction
Human motion capture (HMC) is a well-studied field with multiple application areas like healthcare, sports1,2,  
human-machine interaction3, workplace analysis4,5, robotics, teleworking, additive manufacturing and human  
safety6. Numerous HMC methods utilize camera-based approaches, including marker-based7–9 or markerless8,10  
multi-view setups, monocular RGB cameras11, RGB-D cameras12, or event cameras13. These approaches 
capture human pose and motion, mainly employing a third-person perspective, but ego-perspective  
visual approaches also exist14. With the availability of extensive databases containing 2D15 and 3D16 human pose 
information and advancements in feature extraction techniques, such as deep learning11,17, monocular HMC has 
gained significant attention in recent years, both from external11,17–20 or ego-perspective14. Many visual mocap  
approaches rely on joint position detections on the image plane (2D) with a subsequent lifting of the joint posi-
tions into 3D space20. These approaches do not provide reliable estimates of internal rotations of different body 
segments, but the pose can be illustrated by connecting the segments at the joints, which is common practice 
in the vision community11. Despite the advancements in camera-based HMC, these approaches face limitations  
such as occlusions caused by external factors or self-occlusions, which can impact their accuracy.

Inertial HMC (IHMC) uses multiple inertial sensors (IMUs) mounted on body segments, using e.g., straps or  
clothing integration21–23. The motion is typically deduced via a suitable state estimation approach in combi-
nation with a personalized biomechanical model24. IHMC is an approach for in-field HMC that does not suf-
fer from occlusions. However, it comes with other challenges, such as integration drift25, sensitivity to magnetic  
disturbances26 or calibration issues. The latter are typically related to segment lengths and sensor poses with 
respect to the anatomical reference frames of the associated body segments, the so-called IMU-to-segment (I2S)  
calibrations27–30. Some of the mentioned challenges are connected, e.g. omitting magnetometer measurements can 
lead to orientation drift, while magnetometer usage can violate the often-used constant magnetic field assump-
tion and lead to incorrect state estimates. The I2S calibration is a major concern for assessing and monitoring  
anatomical joint angles since I2S orientation errors linearly propagate into joint-angle errors27. I2S calibration  
is currently considered the main challenge for IHMC in biomechanical motion analysis31, and an automated  
(self-calibrating) approach can be regarded as crucial for reliable in-field usage of the inertial tracking tech-
nology. Self-calibrating IHMC approaches include the direct I2S alignment estimation. Some promising 
approaches for I2S orientation and position calibration for different body parts are proposed in 28,29,32,33.  
Direct estimation of biomechanical joint angles without I2S alignment is proposed in 34,35.

This work contributes to self-calibrating inertial motion capture of a kinematic model, consisting of joint posi-
tions with global IMU poses, as shown in Figure 1 (left). Hence, the focus is on self-calibration of the joint  
positions in the IMU frames or, in other words, on a calibration-free approach with respect to the I2S orien-
tations and positions. The kinematic model can be used to track joint positions, i.e. joint trajectories, for motion  
analysis, and it delivers consistent information with visual 3D joint tracking, e.g. 20. Moreover, it allows esti-
mating IMU trajectories in one coordinate system with minimal magnetometer usage (usually one measure-
ment sample only for initialization). For the skeleton state estimation and joint parameter identification, we 

Figure 1. The left image is an illustration of the kinematic model with joints (red squares), IMU poses, and 
connections between IMU and joint centers (blue lines), which is tracked using the proposed approach. The 
right image shows the corresponding biomechanical skeleton model with I2S calibrations, based on 36, where the 
joints are emphasized with semi-transparent spheres.
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propose a consistent recursive estimation of IMU poses in a global coordinate frame and joint positions in the  
IMU coordinate frames.

Previous approaches to joint position estimation typically work offline, often also independently per joint, and 
require high-frequency inertial data; e.g., 32,37,38, though drift-free, typically require a higher sampling rate for  
obtaining accurate results as compared to approaches working on integrated states. A recent integration-based  
example is 34, which estimates IMU poses, multiple joint positions, and hinge axes, supported by segment  
length information, in an offline manner. None of the previous approaches investigated an indicator for  
convergence of the parameters to be estimated.

The main contributions of this work are:

•    mathematical derivation of a consistent optimization-based recursive state estimator

•    online estimation of joint positions for three degrees of freedom (DoF) joints for kinematic chain models

•    online segment length estimation for all segments connecting two joints

•    convergence indicator for the motion-dependent joint position parameters

•    online IMU pose estimation with minimal magnetometer usage (only for initialization).

In the following, Section 2 introduces the mathematical notation and derives the recursive state estimator, includ-
ing the corresponding models, while also addressing initialization, observability, and identifiability. Section 3  
evaluates the method on three different experimental setups: 1) simulated IMU data from a three-link chain 
fixed in space, 2) real lower-body walking data from a group of young, healthy persons, and 3) real lower-body  
walking data from a humanoid robot. Section 4 concludes this work and discusses open problems and  
further research.

2 Methods
In this section, we present the notation (2.1), the problem statement (2.2), the derivation of the  
optimization-based recursive state estimator (2.3), and the motion (2.4) and measurement models (2.5) used to  
estimate the state of the kinematic chain model, illustrated in Figure 1 and Figure 2.

2.1 Notation
The following description uses Figure 2 as a reference illustration. The navigation frame N has its z-axis aligned 
with gravity, and its x-axis pointing towards magnetic north. It is the reference frame to which all IMUs are reg-
istered. Each IMU i ∈ I, |I| = N

I
, has its own coordinate system, I

i
, which is related to the navigation frame  

via a pose transformation, e.g., using a homogeneous matrix

                                                                           
3

.
10

NI NiNI ii
T

IR
T

 
=   

                                                                          (1)

Figure 2. Coordinate systems and notation.
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Here, N
iI  ∈ ℝ3 denotes the position of the IMU in the navigation frame. The orientation matrix RNIi ∈ S O (3) 

denotes the IMU rotation relative to the navigation frame. Hence, a vector that is right multiplied to RNIi is  
transformed from I

i
 to N. The inverse of the homogeneous matrix is

                                                              ( ) 1

3

.
1

I N I N Ni i
NI I Ni i T

R R I
T T

−  −= =   0
                                                             (2)

The inverse rotation matrix is the transpose and denoted by (RNIi)T = RIiN. As rotation parametrizations we use 
Modified Rodriguez Parameters (MRP) χ, unit quaternions q = (q

0
, q

1
, q

2
, q

3
), where q

0
 represents the sca-

lar part, and rotation matrices R. Conversions are indicated with e.g. χ(q), refer to 39 for the equations. The posi-
tion of a joint connecting two neighbouring IMUs I

i
 and I

j
 is denoted in the navigation frame by ,

N
i jJ , (i, j) ∈ J, 

the set of all joint indices. This joint position is, however, estimated separately in the frames of the two adjacent  
IMUs as ,

Ii
i jJ  and ,

jI
i jJ . For our first test case of a simulated three link chain, one segment is connected to the 

environment with a fixed point, which is also estimated. The indices for additional (optional) fixed point  
estimates, 

f ix
IiJ  are collected in i ∈ F.

The symbol X
t
 denotes the collection of all hidden states to be estimated at time step t and X

1:NT
 = 

1
{ } TN

t tX =  denotes 
a complete time sequence of states consisting of N

T
 time instances. Hence, our kinematic model is defined  

via IMUs and connecting joints only.

This should not be confused with a biomechanical model, where segments S
i
 are defined via anatomical land-

marks and are associated with the respective IMUs, typically via a rigid I2S transformation TSiIi. The latter  
would need an I2S rotation calibration (RSiIi) in addition to the estimates given via the JointTracker. Note that 
the I2S position can be computed from the I2S rotation and the joint position estimates, via ISi = −RSiIi

,
Ii

i jJ .  
Therefore, the associated biomechanical skeleton could then be directly computed via TNSi = TNIi TIiSi. A lower  
body skeleton with respective joints and IMUs is illustrated in Figure 1 (left). Figure 1 (right) shows a  
corresponding biomechanical skeleton with a given I2S alignment.

2.2 Problem statement
Synchronized measurements from a network with N

I
 IMUs at time t are denoted

                                                                           

,

,

,

.

Ii

Ii

Ii

a t

t t

m t i

y

Y y

y
∈

  
    =  
      

ω

I

                                                                            (3)

Here, ,
Iia ty  ∈ ℝ3 is the accelerometer measurement, ,

Ii
tyω  ∈ ℝ3 is the gyroscope measurement, and ,

Iim ty  ∈ ℝ3  
is the magnetometer measurement, all in the IMU frame I

i
. We consider a sensor network with |I| > 1 IMUs  

connecting |J| ≥ 1 joints. Moreover, we assume one IMU being mounted on each segment of the considered  
kinematic chain. 

The aim is to recursively estimate the time dependent state of a kinematic chain of N
I
 IMUs  

together with the joint and optionally fixed position parameters. For each IMU i, the state includes its position  

,
N
i tI  velocity ,

N
i tI� , linear acceleration ,

N
i tI�� , orientation ,

IN
i tχ , and angular velocity ,

NIi
Ii tω , all with respect  

to the navigation frame N and element of ℝ3. Together with the previously mentioned IMU centered joint and  
fixed position parameters, the state can be written as

                                                                       

{ }

( ),

( ), ( , )

f ix

.

NIi
Ii
N

NIi

N

N

Ii

Ij

Ii

i i

i

t i i

i j

i j i j

i t

I

I
X I

J

J

J

χ
∈

∈

∈

∈

     
    
  
     
  =    
 

         
 
  

��

�

I

I

J

F

ω

                                                                      (4)

where the specific grouping will be explained later.
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Mathematically speaking, we want to obtain a maximum a-posteriori (MAP) state estimate, given the sen-
sor measurements from (3) and statistical models (priors) regarding the IMU motion and the kinematic structure 
of the skeleton (joint connections). To obtain a formal estimation problem, we utilize Bayes’ theorem and the 
fact that a monotonic function does not change the estimates for extreme points. Thus, the estimation objective  
can be written as

                                     1

1

1: 1: 1:
:

1: 1: 1: 1:
:

ˆ max ( )|

min log( ( | )) log( ( )) log( ( )) .

T T T
NT

T T T T
NT

N N NX

N N N NX

X p X Y

p p pY X X Y

=

= − − +
                                    (5)

Note, additional parameter estimates, like sensor biases, often denoted as θ40, could be included, but are 
left out for brevity of notation. Using the Markov property, the prior can be further subdivided into a prior  
distribution at the first time step and a temporal prior between subsequent time steps, i.e.

                                                  11: 1
2

( |log( ( )) log( ( )) log ( )) .
T

T

N

N t t
t

p p p X XX X
=

−= + ∑                                                  (6)

Assuming independent measurements and applying the Markov assumption also to the likelihood, the  
objective becomes

                        
1

1 11: 1:
: 21

initial prior constant
motion priorlikelihood

ˆ ( | ( ( |min log ( )) log ( )) log ( )) log( ( )) .
T T

T T
NT

N N

N NX
t t t t

t t
pp p pY X X X XX Y

= =
−−= − − +∑ ∑������� �������������� ���������

                       (7)

The following state splitting is used in this work:

                                   

{ }

1
1 2

2

,

, ( , )

f ix

, with , .

NIi

N

N

IiNIi
Ii

IN j

Ii

i

i i

i jt
t t t

t i i ji i jt

i

t

I

I

JX
X X X

X I J

J

χ

∈

∈ ∈

∈

  
   

   
   

   
 

            = = =       
               

 
 
 
 
  

��

ω

I

I J

F

                                    (8)

The splitting is motivated by the following discrete state-space model

                                                                         1 1
1( ) ,t t ttX F X w−= +                                                                           (9)

                                                                         22
1( ) ,t t tX F X −=                                                                                 (10)

                                                                           ( ) ,t t t tY H X v= +                                                                              (11)

where w
t
 ~ N (0, Q

t
), v

t
 ~ N(0, Σ

t
) denote normally distributed additive process and measurement noises for the 

motion model 1
tF  and the measurement model H

t
. Note that there is no process noise modeled for the states in  

2
tX . The time-dependent states NIi

Ii
ω  and N

iI��  have directly associated measurement models, and thus a  
process noise is crucial in the model. The joint and fixed positions, ( ) ( ), , f ix

, ,
I II j ii

i j i jJ JJ , are modeled as param-
eters. Since they are linear with respect to the other states in the joint (49) and velocity (50) connection mod-
els, their estimation can be viewed as a linear Bayesian regression jointly estimated with the other states.  
The remaining states in 2

tX  are time-dependent but do not have an associated measurement model. Thus, they 
need to satisfy the proposed motion model strictly to avoid increasing estimation noise. The proposed subdivision  
is crucial to obtain a consistent and long-term stable recursive estimator (see Section 2.3). Leaving out the  
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constants, the estimation problem with the model Equation (9) to Equation (11) can generally be written as the  
following constrained non-linear weighted least squares problem

                                  1 1 1
11

2 2 2
1: 1 1

: 2 1

2 2
1

1 1 1ˆ ˆmin || || || || || ||
2 2 2

. . ( ) ,

T T

T
NT

N N

N P Qt tX
t t

t t ii

t t

w vX X X

s t X F X

− − −
= =

∑
∈∈

−

−= + +

=

∑ ∑ ∑ ∑
I I

                                 (12)

where X
t
 ∼ N(X

t
; ˆ

tX , P
t
) are state distributions for each time step and 1:

ˆ
TNX  is the collection of all these  

state distributions.

2.3 Derivation of optimization-based recursive Bayesian estimator
Since we are interested in online estimation with a low computational cost, a consistent recursive estimator  
of (12) is derived in the following. It estimates the states for the current time step and reduces to the Extended  
Kalman Filter (EKF) as one special case. For the derivation, we rewrite the general model Equation (9) to  
Equation (11) as

                                                                         1 1
1( ) ,t t ttX F X w−= +                                                                         (13)

                                                                         
2

1

22
10

( )

lim ( ) ,,
t

tt

t t t t

F X

X F X
ε

ε

−

−

=

= �
���������→                                                                     (14)

                                                                           ( ) ,t t t tY H X v= +                                                                             (15)

with w
t
 ∼ N(0, 1

tQ ) and ε
t
 ∼ N(0, 2

tQ ). 2
tF�  is a slightly modified version of 2

tF , where small artificial noise (ε
t
)  

is added to the variables 2
1tX −  that emerge in 2

tF . Let the complete state X
t
=(( 1

tX )T, ( 2
tX )T)T ∈ ℝN1+N2 consist of  

X1 ∈ ℝN1 and X2 ∈ ℝN2. We can now linearize Equation (14) with respect to the noise at ε
t
 = 0 to obtain

                                                                         1 1
1( ) ,t t ttX F X w−= +                                                                         (16)

                                                                         
2

22 2
1 0

( ) lim ,, 0 T

t

t

t t t t tt

Q

X F W QX W
ε−

=

= +
�

�
�����→                                                    (17)

                                                                           ( ) ,t t t tY H X v= +                                                                             (18)

for 
2

1( , 0)t
t

t

F X
W

ε
−∂

=
∂

�
 with the property limεt→0

 2
tQ  = 0

N2×N2
 i.e. 2

tQ  converges to the zero matrix for decreasing  

ε
t
. Without loss of generality, we assume 2

tQ�  to be invertible for all ε
t
 > 0 (otherwise replace 2

tQ�  with  
2
tQ�  + ε

t
 I

N2×N2
). Analogously to the derivation of the (E)KF in 41, we can write Equation (16) to Equation (18)  

as linear equation system for time steps t = 1 . . . k, with measurements up to time step m ≤ k, and with the  
collective state vector X

1:k
 = ( 1

TX ,…, T
kX )T (corresponds to z

k
 in 41). The least squares solution to this equation  

system is the minimizing solution to the following objective function

11 11 2 1
1

1
2

0 2 1

2 2 2 2 21 1 2
1 1 11: 1 ( (02 2 1

) )|

1lim || ( ) ||
2

1 1 1 1ˆ( ) || || || || lim || ( ) || || ( ) || ,( )
2 2 2 2

t t

P Q Qt ttt

k
t tt t Q

k k m

t tt t t t ttk m tk
t t t

X F X

J X X F HX X X F X Y XX

ε

ε− −− −

−

∑
= = =

= −

−−

= −∑

−= + + − + −−∑ ∑ ∑


→

→  (19)

with

                                                      
1 1

1
1 2 2

1

0( )
, .( )

0( )
t t t

t t t
t t t

QF X QF X
QF X

−
−

−

   
= =        

                                                      (20)

In (19), J
k|m

(X
1:k

) describes the objective with motion model residuals up to time step k and measurement  
residuals up to time step m and thus state estimates up to time step k.

Note that the limes of ε must not be taken in (19), since this would lead to a singular matrix for the resid-
ual weighting of the third term. Instead, a recursive estimation form is derived in the following. This allows tak-
ing the limes in the final form and naturally leads to a consistent prediction. To obtain a recursive formulation,  
similarly to 41, we proceed by considering the case k = m, where there are measurements available for each  
time step.
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The prediction step consists of determining the estimate | 1
ˆ
k kX −  based on |1 1

ˆ
k kX − −  ∼ N(X

k−1|k−1
; |1 1

ˆ
k kX − − , P

k−1|k−1
),  

the latter including the measurements up to time step k − 1. To derive the prediction step, we write the  
objective (19) in recursive form as

                                        1
2

| |1 11 1 1 1 10: : ( )

1
lim .( ) ( ) || ( ) ||

2 kk
k k kk k k k k k QJ J X F XX X

ε −−−− −− = + −
→

                                       (21)

Here, J
k−1|k−1

(X
1:k−1

) relates to the prior distribution p(X
k−1

|Y
1:k−1

) ≈ N(X
k−1

; |1 1
ˆ
k kX − − , P

k−1|k−1
) and, exploiting the  

Markov assumption, could be represented as

                                    � 1
1 1

2
| | 1 | |1 1 1 1 1 1 11 1 1

|
:

Markov

ˆ .( ) ( ) || ||
k k

k k k kk k k k kk P
J J XX X X −

− −
−−− − − − − −− − = −=                                     (22)

The gradient of (21) is

          �
| 1 1

| | 1 11 1
1

:
:

Markov

( )
,( ) ( )

,( )
k k k

kk k k kk k
k k

J X
J JX X X

X X−
−

−
−−

∂
∇ = ∇ = ∂

                                                                                  (23)

                                                                       
1

|1 1 1 1 1
10

1

( ) ( ) ( )( )
lim ,

( )( )

T

k

kk k k k k k k k

k k k k

QJ F XX X F X
Q X F Xε

−
−− −

−
−

− −
 +∇ ∇ − =
 − →

         (24)

with ∇J
k−1|k−1

(X
k−1

) = |1 1 1

1

( )k kk

k

J X

X
−

−

− −∂

∂
 and ∇F

k
(X

k−1
) = 1

1

( )k k

k

F X

X
−

−

∂

∂
.

The Hessian of (21) is

                     
2 1

|1 12 1 1 1
| 1 1 1 10

1

,,( ) ( ) ( )lim ,( ),
( )

T

T
k

k k k k k k kk k
k k k k

k kk k

GJ XX X QF XJ X X
Q QF Xε

ε −
−− −

− −
−

− −
− −

 +∇ ∇ ∇ =
 ∇ →

                     (25)

with

12 1
1 1 1 1 1

,,( ) ( .( ) ( )) ( ) ( )T
k k kk k k kk k k k k k k

G X QX QF X X F X F X F Xε −−
− − − − −

= −∇ ∇+ ∇

Since (21) is a quadratic objective function and ∇2J
k|k−1

(X
k−1

,X
k
) is positive definite, a single iteration of  

Newton’s method yields the minimum. Thus, the prediction can be written as

                                         
2 111

| | 11 1 1

ˆ
, , ,( ) ( )

ˆ
k k

kk k k k k kk
kk

X X
J JX X X XXX

−−−
− −−−

   
  − ∇= ∇     

                                          (26)

for any initial guess for 1k

k

X
X

− 
 
 

.

Now, observing that if the estimate of the previous time step was a minimum ∇J
k−1|k−1

( 1
ˆ
kX − ) = 0 and, since choosing  

ˆ
kX  = F

k
( 1

ˆ
kX − ) sets all other terms in (24) to zero, the initial guess 1

1

ˆ

ˆ( )
k

k k

X

F X
−

−

 
 
  

 yields a minimum of (21). Considering  

this in (26), i.e. that the second term on the right-hand side equals zero, the estimate is this initial guess and the  
prediction mean reads

                                                                      |1 1
ˆ ˆ ˆ( ).k k kkkX FX X −−

= =                                                                       (27)

The prediction covariance can now be computed by evaluating the Hessian (25) at the prediction mean  
1

1

ˆ

ˆ( )
k

k k

X

F X
−

−

 
 
  

, which gives

                              

2
| 1 1

2 1 1
|1 1 1 1 1 1

1 10
1

ˆ ˆ( ),

ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )
lim .

ˆ( )

T T

Tk

k k k k

k k k kk k k k kk k

k kk k

J X X

J X F X Q F X QF X
Q QF Xε

− −
− − − −

− −
−

− −

− −

∇ =

 +∇ ∇ ∇ ∇ 
 ∇ 

→
                              (28)

Page 8 of 28

Open Research Europe 2024, 4:33 Last updated: 26 MAR 2024



With the inverse of Schur’s complement the inverse of (28) can be written as

                      

1 1

2 1
| 1 1

1 12 2
| |1 1 1 1 11 1

1212
|1 11| 1 11 10 1 1

|

ˆ ˆ( ),

ˆˆ ˆ ( )( ) ( )

lim .ˆ ˆˆˆ ˆ ( ) ( ) ( )( ) ( )

T

T

k
k k

k k k k

k k k kk k k k

k k kk k k k kk kk k k
P

J X X

F XJ JX X

Q F X J F XXF X J Xε

−

− −
−− −

−−
− −−− −

− −

− −

− − − −

− −− −
=

∇ =

 ∇∇ ∇
 
 + ∇ ∇∇∇ ∇
 
 

���������→

                    (29)

Since the inverse Hessian (29) is computed for both time steps, we can extract the covariance for the predicted  
mean (27) from the lower right corner of (29). Therefore,

                                                  | |1 1 1 1 10
ˆ ˆlim .( ) ( )T

k
kk k k k k k k kP Q F X P F X

ε − −− − −= + ∇ ∇
→

                                                 (30)

In this form Q
k
 does not need to be inverted and can be singular, thus we can now take the limes ε

k
 → 0 to obtain

                                                      | |1 1 1 1 1
ˆ ˆ( ) ( )T

kk k k k k k k kP Q F X P F X− −− − −= + ∇ ∇                                                       (31)

with

1 0
.

00
k

k
Q

Q
 

=    

Thus, a well defined, consistent and recursive prediction for the model (9) and (10) is given via the mean (27)  
and the covariance (31). With this we have derived the prediction

                                                            | |1: 1 11
ˆ|( ) ( ; , ).kk k k k kkp Y N PX X X− −−≈                                                             (32)

To obtain the posterior distribution

1: | |
ˆ| (( ) ; , ),k kk kk k kp Y N PX X X≈

we have to include the measurement update for time step k. From the distributional point of view the posterior  
is proportional to the product of the prediction with the likelihood

1:1: 1
| |( ) ( | ) ( ).kk k k kkp Y p Y p YX X X −∝

From the objective function point of view we have to approximate

                                                    
1

2
1 1:| |

predictionlikelihood

||( ) || ( )( ) .
kk k k k k kk k k kJ JX Y H X X− − −∑= +−
����������������                                                    (33)

This can be rewritten as

                                                1
| 1

2
1

2
| 1|

ˆ||( ) || || ,( ) ||Pk k k
k kk k k k k k kJ X Y H X X X −

−
−∑ −= +− −                                                (34)

where the prediction yields a prior on the states for the measurement update. With the non-linear least squares 
problem (34), and the exact prediction (27) and (31), we can derive multiple EKF variants, like the Iterated EKF  
(via the Gauss-Newton method) or a Levenberg-Marquardt Iterated EKF, depending on the numerical optimi-
zation scheme used to minimize this objective. This is, in detail, described in 42 and can be analogously applied 
here. In this work, we use a Gauss-Newton method with line-search for the measurement models to obtain  
the estimate

                                                                          | |
ˆ min ( ).

Xk
k kk k kX XJ=                                                                          (35)
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The covariance is computed as

                                                           1| | ,( )k kk kP I KH P −= −                                                                                     (36)

                                                              
1

ˆ
|

( )
,

Xk k

k

s

H s
H

s
−=

∂
=

∂                                                                                    (37)

                                                               1
| |1 1

( ) ,T T
k k kk kK P H HP H −

− −= + ∑                                                               (38)

with P
k|k−1

 from (31).

2.4 Motion models
This section specifies the equations for constructing F

t
 in (9) and (10). The IMU motion models assume constant  

acceleration and constant angular velocity from time t − 1 to t, with sampling time ∆t, hence

                                                                ( )
, , –1

2

, ,1 12
N N N N
i i i t i tI I I I− −

∆
= + ∆ +� ��

t t
t

t                                                               (39)

                                                                , , ,1 1
N N N
i t i t i tI I I− −= + ∆� � ��t                                                                                    (40)

                                                                , , 1
N N

i t i tI I w−= + ∆�� �� a
tt                                                                                      (41)

                                                              –1 exp
2

NI NIi i iqχ χ ∆  =     
� ωt t

t NI
Ii ,t –1                                                               (42)

                                                              , –1 ,w= + ∆ ωω ω
NI NIi i
I Ii,t i tt t                                                                                  (43)

where ( ) ( )~ 0,Q , ~ 0,Qw N w Nω ωa a
t t t t  denote independent normally distributed process noises. The transition  

models for the joint (i, j) ∈ J and fixed point l ∈ I parameters are

                                                                        , , , , 1 { , }{ }
I Ip p
i j i j p i jJ J ∈=t t–                                                                         (44)

                                                                         fix, fix, 1.
I Il lJ J=t t–                                                                                   (45)

2.5 Measurement models
This section presents the different measurement models used for constructing H

t
 in (11). These comprise models  

for exploiting the actual sensor measurements, i.e. the IMU data, as well as, models to incorporate assump-
tions concerning the kinematic chain (connected joints) and its interaction with the environment (fixed position,  
zero velocity detections). The latter are required for positional drift compensation. In this work, we evalu-
ate two optional measurement models for positional drift compensation: 1) fixed position (assuming that 
one IMU moves around a fixed point in the navigation frame) is evaluated on the simulated three link chain  
(see Section 3.2), 2) zero velocity detections are evaluated on the lower body walking data from humans (see  
Section 3.3) and a humanoid robot (see Section 3.4). Note, for the purpose of positional drift compensa-
tion, position or velocity based information needs to be induced into the estimation at least for one IMU, since 
the joint connection models ((49, 50) below) ensure the propagation of such induced information through the  
kinematic chain.

2.5.1 IMU data. Let gN be the gravity vector in the navigation frame, the accelerometer and gyroscope  
measurement models are27

                                                                   ( ) ( ),
TI N Ni

i, iR I g v= − +��NI
t

a
a t ty                                                                    (46)

                                                                  , ,
i

Ii
I , v= + ω

ω ω iNI
t tty                                                                                      (47)

where ( ) ( )~ 0, , ~ 0,av N v N∑ ∑ω ωa
t tt t  denote independent normally distributed measurement noises. To omit head-

ing drift, the magnetometer measurements can be used. The following (implicit) model is constructed to 
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only provide information in the heading direction and omit information about the local dip angle, which is a  
common way to reduce the influence of magnetic disturbances43:

                                                                 
( )
( )0 atan2

NI Ii i

NI Ii i

, y

, x

R y
v

R y

 
 

= + 
 
  

t m t

t
t m t

mag                                                                  (48)

where (·)
x
, (·)

y
 denote the x and y component of the respective vector and ( )mag~ 0,magv N ∑t t  denotes normally  

distributed measurement noises.

2.5.2 Joint connections. The skeleton structure, i.e. the fact that the segments of the tracked skeleton (kinematic  
chain) are connected by joints, is also incorporated via two measurement models. The information is opera-
tionalized by equating the two IMU-centered position states per joint in the navigation frame, as well as, the  
joint velocities:

                                ( ), , , , , , ,{0 }i i j j i j i jI R J I R J v ∈
 = + − + + 

NI INI Ii iN N j j
t t tt t t t

cp
J

                                                               (49)

                                ( ) ( ),, , ,
{0 }

NIN N j j
Ij ti t j t i j

I R J I R J v
∈

     = + × − + × +          
� �ω ω

NI I NINI ii ii
Ii

I
t ,t t t tt

cv
J

,                                (50)

where [a×] denotes the cross-product matrix of vector a and ( ) ( )cp cp cv cv~ 0, , ~ 0,v N v N∑ ∑t tt t  denote independent  
normally distributed measurement noises.

2.5.3 Fixed positions. This model assumes an IMU i moving around a fixed point fix
NP  in the navigation frame 

(e.g. the upper arm IMU moving around the shoulder joint in the simulated three-link chain). The fixed point 
is then estimated in the respective IMU coordinate system I

i
 as additional IMU-centered joint position state  

,f ix
Ii

tJ . The associated measurement model is:

                                                               fix
,fix fix,0 ( ) ,

NIiN N Ii
iP I R J v= − + +t tt t                                                                (51)

where ( )fix ~ 0,tv N ∑t
fix  denotes normally distributed measurement noise.

2.5.4 Zero velocity detections. For all IMUs c ∈ C ᑕ I, zero velocity m
c,t

 = 1, m
c,t

 ∈ {0, 1} is detected, 
based on a sliding window of inertial measurements : :and ,I Ic c

a, –b , –by yωt t t t  using the stance hypothesis optimal 
(SHOE) detector44. Note, in case of multiple detections, only the IMU with the lowest SHOE value is kept. The  
measurement model for a zero velocity detection (m

c,t
 = 1) is 

                                                                               zvd
,0 ,N

c tI v= +�
t                                                                               (52)

where ( )cvd ~ 0,v N ∑t t
cvd  denotes normally distributed measurement noise. Note, in a locomotion scenario, zero 

velocities are typically regularly detected at the foot IMUs during the stance phases. In locomotion activi-
ties with flight phases, such as running or jumping, these events become less frequent, and the estimation can  
show drift, if there is no other drift compensating mechanism.

2.6 State initialization
There exist different approaches for state initialization in the context of IHMC, e.g. initially assumed poses45,46 or  
orientation initializations RNIi, i ∈ I, while the other quantities are assumed to be zero47.

In this work, we also assume the kinematic chain to be initially stationary, i.e. IMU states ,0, ,0 0, , ,N N NI
Iii iI I i∀� �� ω  are  

initialized with (0, ), (0, ), (0, ).N N N∑ ∑ ∑ωv a
init init init  Moreover, the IMU positions ,0

N
iI  are also initialized with  

(0, )p
initN ∑ , ∀i.

The IMU orientations 0
NIiχ , ∀i are initialized using the accelerometer and the magnetometer measurements 

via the triad method48 as e.g. in 27. Note, this is the only point in time, where magnetometer measurements are  
required. 

Page 11 of 28

Open Research Europe 2024, 4:33 Last updated: 26 MAR 2024



In order to support Monte Carlo simulations in the evaluation, the joint positions are initialized randomly 
with 0, ,

Ii
i jJ , 0, ,

jI
i jJ  ∼ N(0, J

init∑ ), with J
init∑  = l2I

3×3
 and l is the maximal segment length in order to obtain a  

reasonable distribution (l = 0.4 in the experiments). The fixed positions are treated analogously.

2.7 On observability and identifiability of the estimated quantities
Following the notation about structural and practical observability, based on 49, we can identify the following  
structural non-observabilities. The Gauge freedom34,50 in initial position 0,

N
iI ,∀i and initial velocity 0,

N
iI� ,∀i  

(before zero velocity updates) are correct only up to additive offsets, since no absolute references exist for 
these estimates. To mitigate this problem, we define prior distributions for the initial position and velocity,  
with the assumptions stated in Section 2.6.

Regarding practical observability, the joint position estimates need “sufficient” excitation to be observable. Ideally,  
all degrees of freedom of the relative rotations between the neighboring IMUs have to be excited. This can be  
analyzed using an approach similar to 38. Alternatively, we propose a scalar joint position uncertainty measure  
based on the covariance of our state estimator. This can be exploited to indicate sufficient motion excitation  
for a given joint (e.g. by applying a threshold), or, in other words, as convergence indicator for joint position esti-
mation. Let , ,( )I

i j tJ∑  be the average of the marginalised (3 × 3) covariance matrices of joint (i, j) as estimated  
in both IMU coordinate systems I

i
, I

j
. We then calculate the scaled largest eigenvalue of this matrix with

                                                                       
, , , ,( ) ,EVI IJ Ji j t i j t

max max
cs s ∑=                                                                         (53)

where s
c
 ≈ 3.37 corresponds to the square root of the 99%-quantile of the Chi-squared distribution with three 

degrees of freedom. This approximates the calculation of the 99% credibility region using a scaled spectral norm.  
Respective evaluations for different movement scenarios can be found in Section 3.

While, in this work, magnetometers are always used to initialize the IMU orientations via the triad method (see  
Section 2.6), the magnetometer measurement model (48) can be used to obtain observable orientation estimates 
with respect to the heading direction in the navigation frame. However, if only relative rotations are relevant,  
and sufficient motion is present to allow for local observability at each joint, as formalized in 51, the magne-
tometer measurements can be neglected during tracking. According to 51, local non-observability is given, if  
acceleration and jerk at a joint are co-linear. This only happens in case of no motion or motion along the gravi-
tational vector. In Section 3, we also evaluate the effects of using or omitting magnetometer measurements  
during tracking.

3 Results
This section presents the evaluation of the proposed approach with respect to different estimated quantities (IMU 
orientations, joint positions) and aspects (convergence speed, accuracy, drift behaviour). The evaluation met-
rics are summarized in Section 3.1. Evaluation is performed on three different motion scenarios: simulated 
data of a three-link kinematic chain fixed in space (sinusoidal motion in all degrees of freedom) (Section 3.2),  
real lower body human gait data from 25 healthy persons measured at two points in time (Section 3.3), and gait 
data captured from a humanoid robot (Section 3.4). The covariance settings used in the proposed recursive Bayesian  
estimator are listed in Table 1 (in the order they are introduced in Section 2.4 to Section 2.6).

Table 1. Estimator 
covariances used in the 
experimental evaluation.

Covariance Value

Qa 3 · 105 · I3×3

Qω 104 · I3×3

Σa 10–2 · I3×3

Σω 10–3 · I3×3

Σmag 10–2 · I3×3

Σcp 10–4 · I3×3
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3.1 Evaluation metrics
The joint position estimates are evaluated via the segment length errors. Let sl

i
 be the length of segment S

i
  

with corresponding IMU I
i
 and connecting joints J

h,i
 and J

i, j
. The estimated segment length at time t is then

                                                                       2, , , , ,
|| || ,I Ii ii t i j t h i tsl J J= −                                                                         (54)

and the error can be calculated with respect to the reference sl
i,ref

 as

                                                                        2, , ,|| || .sl
i t i t i refE sl sl= −                                                                         (55)

The reference is either chosen as the ground truth length of the segment (simulation study, Section 3.2), the esti-
mated segment length at the end of a reference motion (gait study, Section 3.3), or a measured reference (robot,  
Section 3.4). In the second case, the reliability of the joint position estimates is additionally evaluated exploit-
ing gait data from the same person measured at two different days, with different IMU mountings. In the first  
case (simulation study), we also evaluate the end-point errors for each estimated joint position in each IMU  
coordinate system, e.g.

                                                                     2, , , , , ,
|| || ,I Ii iJ

i j t i j t i j refE J J= −                                                                      (56)

where reference joint position , ,
Ii

i j refJ  is taken from the constructed model.

The estimated relative IMU orientations I I NI N Iji ji
t t tR R R= ,∀(i, j) are evaluated on the angle errors

                                                                       , , ,| ( )|,
I II I jj iirel

i j t re ft tE R R= φ                                                                        (57)

where trace( ) 1arccos
2
RR

 −=   
φ( )

27
. Analogously, the global IMU orientations are evaluated in the simulation study. 

To summarize the errors (deviations from the references) over a complete sequence in one number, the root  
mean squared error (RMSE) is exploited as

                                                                   2

1
,

1 ,( )
TN

RMSE
X

T X
l t

t l
E EN = ∈

= ∑ ∑                                                                    (58)

where X is the index set of the respective measure, e.g. l = (i, j) ∈ J for joint (i, j).

To evaluate the convergence behaviour of the joint position estimates, we also consider the sample standard  
deviation (RMSE Std.) of the RMSEs for different initial values obtained via Monte Carlo sampling.

The validity of the relative IMU orientations is furthermore evaluated via the coefficient of determination R2 52.  
Moreover, systematic biases and drift in IMU orientation and segment length estimates are evaluated via the  
ordinary least product regression (OLP) coefficients53.

Covariance Value

Σcv 10–3 · I3×3

Σfix 10–4 · I3×3

Σcvd 10–4 · I3×3

Σv
init 1 · I3×3

Σa
init 1 · I3×3

Σω 1 · I3×3

Σχ 10–6 · I3×3

Σp
init 1 · I3×3

Σ J
init 1.6 · 10–1 · I3×3

init

init
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3.2 Simulation study on a three-link chain
This section presents the evaluation results of the proposed approach using the fixed position measurement 
model for positional drift compensation (see Section 2.5.3) on simulated (noisy) IMU data. The results regard  
the identifiability of the joint positions as well as the validity of the IMU orientation estimates.

3.2.1 Experimental setup. Tests are performed on simulated IMU data from a three-link chain fixed in space, 
as illustrated in Figure 2. The skeleton consists of three segments S

i
, i = 0, 1, 2 with IMUs I

i
, i = 0, 1, 2. The  

I2S calibrations are:

                       0 0 1 1 2 2

0 0 1 0.1 0 1 0 0 0 1 0 0

0 1 0 0 0 0 1 0.1 0 0 1 0.1
, , .

1 0 0 0.15 1 0 0 0.2 1 0 0 0.05

0 0 0 1 0 0 0 1 0 0 0 1

S I S I S IT T T

− −     
     
     = = =     − − −
     
     

                       (59)

The first segment is fixed in space at the starting point and the other two segments are attached via two  
three-dimensional rotary joints.

The motion and IMU data simulation are taken from 27 (Section 2.6.3, sim-fast-artificial sequence). In short, the 
motion is obtained by assuming sinusoidal angle profiles for all joint degrees of freedom. This satisfies the need 
for sufficient motion for the identifiability of the joint positions. Based on the above, the IMU data, ground  
truth IMU poses and joint positions are calculated.

3.2.2 Joint position estimates. The convergence speed of the joint position estimation is evaluated with N = 10  
Monte Carlo samples for the initial joint positions as well as for the noises applied during IMU data simulation.  
Comparable results were obtained with and without magnetometer model.

Figure 3 shows the convergences of the joint position estimates. In the figure, the red lines correspond to the  
end-point errors (56) for each estimated joint position in each IMU coordinate system. The dark grey shaded 
areas (labelled init uncertainty) correspond to the sample standard deviations over the errors and Monte Carlo  
samples, and the light green shaded areas (labelled max model uncertainty) correspond to the maximum esti-
mated joint position uncertainties (53) over the Monte Carlo samples. The latter is our currently proposed scalar  
joint position uncertainty measure to indicate the motion excitation for the respective joint.

It can be observed that the joint position estimates are converged with very low init uncertainty after about 200  
samples, which corresponds to about 2 seconds of data. Given the Monte Carlo sampling, this can be consid-
ered a robust result for random initializations for the current experimental setup. It is also visible, that the pro-
posed joint position uncertainty measure (max model uncertainty) is a valid convergence indicator in this  
experiment (the light green shaded areas include the red lines). Comparable results were obtained for the  
estimation of the fixed position.

Figure 4 shows results concerning the segment length errors as calculated via (55). Note, since the segment 
length computation requires the joint positions, only two lengths can be calculated. For the third (distal) segment  
of the three link chain, where no fixation in space is assumed, the segment length calculation is not possible.  
The final absolute segment length errors (after time step 1256) are very low with 1.1 millimeters for the first  
and 1.5 millimeters for the second segment.

3.2.3 IMU orientation estimates. To assess the IMU orientation estimates and the influence of the joint position 
estimation on these with and without magnetometers, we also investigated the angle errors of the estimated rela-
tive and global IMU orientations (57) for the randomly initialized joint positions. The results for the relative  
IMU orientations are shown in Figure 5, and the results for the global IMU orientations are shown in Figure 6.

The figures show that the IMU orientation estimates, relative or global, with or without magnetometers, are 
not significantly affected by the joint position estimation. The errors stay mostly below 1°, independently of 
joint position initialization, magnetometer usage or reference frame. Slightly higher init uncertainties can be 
observed without the magnetometer model, which is expected due to the lower amount of information fed to the  
estimator when omitting magnetometer information. Note that, even if not visible in this experimental set-
ting, without magnetometers, the global heading direction is not observable, which might result in drift in the 
heading direction when processing longer data sequences with other disturbances (besides noise), see e.g. 45.  
This is, however, not the focus of the present work.
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Figure 3. Three-link chain: Joint position estimation errors and uncertainties over two motion cycles, i.e. 
1256 time steps at 100 Hz.

Figure 4. Three-link chain: Segment length estimation errors and uncertainties over two motion cycles, i.e. 
1256 time steps at 100 Hz.

3.2.4 Long term estimation. To assess the long term stability of the proposed approach, we investigated the  
relative and global IMU orientation estimates over 300 motion cycles (i.e. N = 300 · 629 samples at 100 Hz, 
which corresponds to 31.45 minutes) with respect to systematic errors. For this, the joint positions and initial IMU  
poses were initialized correctly. Moreover, the relative IMU orientation estimates are without the magnetometer  
model, while the global IMU orientation estimates are with the magnetometer model (since the global  
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Figure 5. Three-link chain: Angle errors and init uncertainties of estimated relative IMU orientations with 
magnetometers (left) and without magnetometers (right) for randomly initialized joint positions.

heading direction is otherwise not observable, as pointed out in the previous section). As introduced in  
Section 3.1, we computed the OLP coefficients, the R2 scores and the RMSEs between the estimated orienta-
tions and the ground truth orientations, both reduced to single angles (57), considering all samples. The results  
in Figure 7 show that the proposed approach performs very well in all measures: The red OLP regression lines 
correlate very well with the blue dots (indicating the individual angle samples). The latter show a very small vari-
ance. In more detail, the absolute additive OLP coefficients are all far below 1° indicating only very minor 
biases, whereas the OLP scaling factors are all 1.0 indicating no systematic error like drift. These results are  
confirmed by the R2 scores (all equal to 1.0) and the very low RMSEs all far below 1°. These results dem-
onstrate the consistency and long term stability of the proposed approach for the noisy simulated IMU data in a  
scenario with sufficient motion excitation.

3.3 Human lower body scenario
This section presents the evaluation results of the proposed approach using the zero velocity detections meas-
urement model for positional drift compensation (see Section 2.5.4) on real lower body human gait data,  
namely the TUK-6-minute-walking dataset54, first introduced in 45.

3.3.1 Experimental setup. The experimental setup is shown in Figure 8. The dataset contains synchronized 
lower body IMU and optical reference data from 25 young, healthy test persons (13 females) and two sessions  
(6.75 ± 2.26 days between test and retest). The hardware setup consisted of twelve OptiTrack Prime 13 cameras 
(NaturalPoint, Inc., Corvallis, OR, USA) and seven XSens MTw Awinda (Xsens Technologies BV, Enschede,  
The Netherlands) IMUs. The study was approved by the ethical committee of the Rheinland-Pfälzische  
Technische Universität (RPTU) (date of approval 5.12.2017), formerly known as Technische Universität  
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Figure 6. Three-link chain: Angle errors and init uncertainties of estimated global IMU orientations with 
magnetometers (left) and without magnetometers (right) for randomly initialized joint positions.

Kaiserslautern (TUK) and meets the criteria of the declaration of Helsinki. After receiving all relevant study  
information, the participants signed an informed consent to the study including a permission to publish the data.

In contrast to the previously described simulated motion, there is no exact ground truth data available for  
the lower body dataset. In particular, the joint position reconstruction from skin markers typically involves 
approximations, such as regression models55. Therefore, we focus our evaluation of the joint position estimates  
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Figure 7. Three-link chain: OLP coefficients, RMSEs and R2 scores between the estimated and the ground 
truth IMU orientations, all reduced to single angles. The upper row refers to relative IMU orientations estimated 
without magnetometers, and the lower rows refer to global IMU orientations estimated with magnetometers, over 300 
motion cycles at 100 Hz, i.e. 31.45 minutes. In the plots, the red regression lines represent the OLP coefficients and 
the blue dots represent the individual angle pairs (estimated over ground truth). A perfect estimation results in blue 
dots on the red line.

on test-retest reliability of the derived segment lengths (rather than joint position validity). For the IMU orienta-
tions, we focus on validity (comparison with the optical data), since the optical marker bodies rigidly attached 
to the IMUs can be very accurately tracked to deduce the IMU orientations. The subsequent results are all  
without the magnetometer model. Comparable results were obtained with the magnetometer model.
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3.3.2 Joint position estimates. The convergence speed of the joint position estimation is exemplified in Figure 9  
for one test person via the segment lengths derived from the joint position estimates (red lines). The mean-
ing of the shaded areas corresponds to the description in Section 3.2.2. However, note that the red lines indi-
cate the segment lengths rather than the estimation errors and that the max model uncertainty reflects the  
maximum uncertainty of the two joint positions.

It can be observed that the segment lengths (and hence the joint position estimates) reach steady states after  
about 300 samples, which corresponds to about 5 seconds of the 60 Hz data. Moreover, the estimated lengths 
seem feasible for a human body. Also the drops in the proposed joint position uncertainty measure (max model  
uncertainty) roughly correspond with reaching the steady states (given that the max model uncertainty is asso-
ciated to only one of the joint positions). However, the red lines keep showing visible swings between frames  
200 and 300. A deeper analysis showed that sudden changes in the estimates correlate with the zero velocity  
detections, which might be inaccurate, but at the same time significantly reduce the model uncertainties.

For quantifying the reliability, we computed statistical differences in segment length estimates after 2000  
samples between test and retest data. The assumption is, that the segment lengths (per person) do not change 
between test and retest, where the same person is measured with the same hardware performing the same walk-
ing activity on two different days. However, note that the IMU mountings, which heavily influence the estimated  
quantities in the local IMU coordinate systems, are different between test and retest, though they were not 
explicitly varied. The I2S differences (approximated from the optical data) are quantified in Table 2. Table 3  
shows the rather small RMSEs (below 2 centimeters) over all persons of the final segment length estimates  
between test and retest and the sample standard deviations due to Monte Carlo sampling (init uncertainties).

Altogether, it can be concluded that straight walking provides sufficient motion excitation for obtaining rea-
sonable joint position estimates via the proposed approach, though motion excitation is significantly lower in  
the frontal and transversal plane compared to the sagittal plane.

3.3.3 IMU orientation estimates. To evaluate the validity of the relative IMU orientation estimates, we com-
puted the OLP coefficients, the R2 scores and the RMSEs between the estimated orientations and the orientations 
obtained from the optical data during the test session, as before, both reduced to single angles and considering  
all samples. The results are shown in Figure 10. Also here, the red OLP regression lines correlate well with 
the blue dots (indicating the individual angle samples), though the latter show higher variances compared to  

Figure 8. Experimental setup of the TUK-6-minute-walking dataset with IMUs and optical markers.
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Figure 9. Human lower body: Estimated segment lengths and uncertainties for a selected test person (P1) 
of the TUK-6-minute-walking dataset.

Figure 7. In detail, the absolute additive OLP coefficients are all far below 1° indicating only minor biases, 
whereas the OLP scaling factors are all close to 1.0 indicating no systematic errors such as drift. These results are  
confirmed by the R2 scores (all close to 1.0) and the low RMSEs (all below 1°).

3.4 Humanoid robot lower body scenario
This section presents the evaluation results of the proposed approach using the zero velocity detections meas-
urement model for positional drift compensation (see Section 2.5.4) on real lower body data captured from a  
humanoid robot56.
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Table 2. Human lower body: Mean 
and maximum I2S position and 
orientation (angle) differences over 
all segments and all test persons 
between test and retest in the  
TUK-6-minute-walking dataset.

I2S difference Mean Maximum

IS [m] 0.0192 0.0716

φ(RSI) [°] 7.4206 88.2683

Table 3. Human lower body: Reliability of the 
estimated segment lengths on the TUK-6-
minute-walking dataset.

Segment name RMSE [m] Init uncertainty

LeftLowerLeg 0.00160116 3.29466e-08

LeftUpperLeg 0.01426190 6.05016e-07

Pelvis 0.01485470 3.99128e-07

RightLowerLeg 0.00907722 1.66203e-08

RightUpperLeg 0.0187878 3.46729e-07

3.4.1 Experimental setup. The same IMU hardware and a comparable IMU setup were used as in the pre-
vious experiment. In particular, seven IMUs were attached on the foot, lower leg, upper leg and pelvis segments  
of the humanoid robot Reem-C from Pal Robotics (Barcelona, Spain). IMU data was collected at 100 Hz.  
Moreover, the robot motion was synchronously captured with a marker-based optical system (Qualisys AB,  
Göteborg, Sweden) at 150 Hz. The setup is shown in Figure 11. The captured activity consists of the robot walk-
ing in a circle along the edge of the recording volume of the optical motion capture system. The considered  
IMU data sequence has 40.000 samples corresponding to about 6.67 minutes.

The Reem-C robot is equipped with electrically driven joints. The ankles have two degrees of freedom, the 
knees are hinge joints (one degree of freedom) and the hips are ball-and-socket joints (three degrees of freedom).  
Compared to the previous experiment with humans, this setup has some advantages but also challenges with 
respect to the evaluation of the proposed approach. Advantages are that the robot has rigid segments which do 
not induce soft tissue artefacts, that it has precisely known segment lengths and that the mechanical joints allow  
rotations around fixed and predefined axes.

According to the manual, lower and upper legs have each a length of 0.3 meters, and the pelvis has a width  
(distance from hip joint center to hip joint center) of 0.15 meters.

Potential challenges are the very low acceleration and velocity of the robot motion, given that the joint posi-
tion estimation requires sufficient motion excitation for convergence (see Section 2.7), and the hinge joints 
(knees). In case of a perfect hinge joint, the relative rotation between the two associated segments only 
takes place around a fixed axis, which results in the fact that the joint position estimates are not identifi-
able, since each position on the hinge axis represents a valid solution to the models in 2.5.232,34,57. The following  
results are only without magnetometer model.

3.4.2 Joint position estimates. The convergences of the segment length estimates are illustrated in Figure 12. The  
plots show slower convergences as compared to the human walking experiment (cf. Figure 9). Table 4 shows 
the accuracy of the estimated segment lengths with respect  to the above mentioned reference measures, with  
the RMSEs and standard deviations over the last 100 samples of the motion sequence. The segment length esti-
mate at the pelvis is most accurate with a RMSE of about 1.5 centimeters. This might be due to the higher 
motion variability at the hip joints. The RMSEs of the other segments range between 1.5 and 3.7 centimeters.  
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Figure 10. Human lower body: Validity of the estimated IMU orientations on the TUK-6-minute-walking 
dataset (without magnetometer information): estimated joint angles (y-axis) vs. joint angles obtained from 
the optical data (x-axis). The meaning is analogous to Figure 7.

Altogether, reasonably stable estimates close to the ground truth measurements are reached for all segments  
despite the overall slow motion and the hinge joints of the robot.

However, note the occasionally appearing abrupt changes in the segment length estimates in Figure 12, e.g.  
around frame 1000 at the left upper leg. A deeper analysis showed that these result from false positive zero  
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Figure 11. Humanoid robot Reem-C from Pal Robotics (Barcelona, Spain) equipped with optical markers and 
IMUs. The location of the IMUs are highlighted with blue circles.

velocity detections (due to the slow robot motion), where erroneous information is fed into the estimator via 
the model described in Section 2.5.4. Similar artefacts were observed in the previous experiment, so that is  
seems desirable to decouple the joint position estimation from the global positional drift reduction mechanism.

3.4.3 IMU orientation estimates. The accuracy of the relative IMU orientations with respect to the optical  
reference, reduced to single angles, is shown in Table 5. Altogether, the RMS angle errors are very low (below 2°).

4 Conclusions and open challenges
This section summarizes and draws conclusions from the evaluation in Section 3 and then outlines limitations,  
open challenges and future work.

4.1 Summary and conclusions
In this work we derived and evaluated an optimization-based recursive Bayesian estimation approach for  
simultaneous estimation of IMU poses (orientation and position) and joint positions for kinematic chains of 
different configurations. To the best of our knowledge, this is the first real-time capable approach for simul-
taneous IMU pose and joint (and fixed point) position estimation. We also propose an indicator for joint or  
fixed point position estimation convergence (53). We evaluated the proposed approach in different experimental  
scenarios: simulated IMU data from an arm-like three-link kinematic chain fixed in space as well as human  
and robotic lower body walking data.

The proposed estimation approach performs excellently on noisy simulated IMU data from a three link chain 
with a fixed position and with sufficient motion in all degrees of freedom. This concerns the convergence speed  
(below 200 samples at 100 Hz) and accuracy of the joint positions (final segment length estimation error below  
1.5 millimeters) as well as the accuracy of the IMU orientations (all errors below 1°), even without magne-
tometer usage and during a longer data sequence (over 30 minutes). This demonstrates the overall consistency  
of the derived estimator.

Also on real IMU data from different locomotion scenarios with zero velocity detections, very good results 
were obtained for the accuracy of the magnetometer-free relative IMU orientation estimates (RMSE below 
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Figure 12. Humanoid robot: Estimated segment lengths (red lines) and init uncertainties in comparison to 
the ground truth lengths (green lines).

2°). Moreover, reasonable results were obtained for the joint position estimates in terms of convergence speed  
(about 300 samples at 60 Hz for the humans and between 500 and 1000 samples at 100 Hz for the robot),  
reliability (RMSE of segment length estimates below 2 centimeters between test and retest for the humans) 
and accuracy (RMSE of segment length estimates below 4 centimeters for the robot). This demonstrates the  
successful application of the proposed approach on real data and in scenarios with sub-optimal conditions,  
such as the comparably planar nature of walking movements in general, in particular for the robot with  
perfect hinges at the knees, in combination with a very slow walking speed. Altogether, the proposed 
approach is a promising method for real-time IMU pose and joint position estimation without the need for  
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Table 4. Humanoid robot: Accuracy of 
the estimated segment lengths (without 
magnetometer model).

Segment name RMSE [m] Std.

LeftLowerLeg 0.0333680 1.00993e-05

LeftUpperLeg 0.0157264 5.00482e-06

Pelvis 0.0147733 2.14394e-05

RightLowerLeg 0.0355856 1.30683e-05

RightUpperLeg 0.0368549 6.38446e-06

Table 5. Humanoid robot: Accuracy of the relative 
IMU orientation estimates (without magnetometer 
model).

Joint name RMSE [°] Std.

LeftFoot_LeftLowerLeg 0.855757 0.382451

LeftLowerLeg_LeftUpperLeg 1.981640 0.654190

LeftUpperLeg_Pelvis 1.362980 0.600270

Pelvis_RightUpperLeg 0.586756 0.344031

RightFoot_RightLowerLeg 1.186340 0.646329

RightLowerLeg_RightUpperLeg 0.847667 0.514045

I2S calibration. Hence, in this sense, the approach is calibration-free. Note that a pose based I2S calibra-
tion procedure (e.g. as in 58) could of course be used, with the additional advantage that the I2S position can be  
directly computed from the joint position estimates, as mentioned in Section 2.1.

Casting this in the direction of visual human pose tracking, our approach allows for IMU mounting independent 
estimation of joint positions in a navigation frame. Hence, it paves the way for the effortless estimation of seg-
ment lengths (in physical units), as well as the integration with joint position estimates from computer vision  
systems.

4.2 Limitations, open challenges and future work
As mentioned in Section 2.6, in the present work, a single magnetometer sample per IMU is always used for  
initializing the IMU orientations in one common reference frame. Hence, magnetometer-free refers to not using 
the magnetometer model in the tracking (after initialization). A magnetometer-free initialization is therefore  
an open challenge and part of our future work. First work in this direction can be found in 59.

The above summarized results refer to magnetometer-free relative IMU orientation estimates, since drift-free  
global heading estimation without magnetometers is not in the focus of this work. Moreover, we did not focus 
on critical cases such as completely stationary phases or phases with motion only along the gravitational vec-
tor. In these cases, relative IMU orientations are also not observable in the proposed approach without using  
magnetometers51. However, an intelligent usage of magnetometer information to address these cases is currently  
investigated.

Moreover, in the case of insufficient motion excitation for joint position convergence, prior knowledge, e.g. 
a prior on the segment-length like in 34, could be included, or the joint position uncertainty could be used to  
guide the person to perform motions that target the uncertain degrees of freedom.

Despite the non-observability of the joint position of a perfect hinge via the proposed approach, as described 
in Section 3.4.1, reasonable joint position estimates were obtained for both the human and the robot dataset. 
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At the same time, in particular for the robot with the mechanical hinges at the knees, improved results might be  
obtained when injecting these constraints via specific hinge measurement models.

The proposed scalar joint position uncertainty measure proved to be a good indicator for joint position  
convergence in the experiments, in particular in the simulation study. On real data, a scaling calibration might 
be required as an additional step. However, the approach is not robust against outliers. In particular, impre-
cise or even false positive zero velocity detections (as observed in the human and robot experiments) prior 
to convergence decrease the uncertainty and at the same time significantly harm the joint position estimates.  
For locomotion scenarios, it is therefore desirable to decouple the joint position estimation from the global  
position drift reduction mechanism.

Also, since the covariances of the joint position estimates typically decrease with each incoming measurement,  
stationary phases (e.g. if the person stands still) can lead to overly certain estimates in a specific direction.  
This can slow down the convergence (even if it would not decrease the proposed convergence indicator).

Finally, the integration of the proposed approach with inside-out or outside-in visual pose reconstruction is  
part of our future work.

Ethics and consent
The TUK-6-minute-walking dataset54 study was approved by the ethical committee of the Rheinland-Pfälzische 
Technische Universität (RPTU), formerly known as Technische Universität Kaiserslautern (TUK) (date of 
approval 5.12.2017), and meets the criteria of the declaration of Helsinki. After receiving all relevant study  
information, the participants signed a written informed consent to the study including a permission to publish  
the data.

Data availability
Underlying data
Zenodo: Underlying data for ’JointTracker: Real-time inertial kinematic chain tracking with joint position  
estimation’, https://doi.org/10.5281/zenodo.1025311154 (TUK-6-minute-walking dataset)

This project contains the following underlying data:

•    Description.pdf

•    BVH 6 min walking test.zip

•    HDF5 6 min walking test.zip

Zenodo: Underlying data for ’JointTracker: Real-time inertial kinematic chain tracking with joint position estima-
tion’, https://doi.org/10.5281/zenodo.1025328456 (IMU and marker-based optical motion capture from a humanoid  
robot)

This project contains the following underlying data:

•    Description.pdf

•    Robot circle run 0003.h5

•    Robot circle run 0004.h5

•    Robot turning 0003.h5

Data are available under the terms of the Creative Commons Attribution 4.0 International license (CC-BY 4.0)

Software availability
Source code for data visualization and inspection available from: https://github.com/BTaetz/Visualizer-SkeletalMo-
tionHDF5

License: MIT
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