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Abstract. Modern organizations make frequent use of Internet of Things
(IoT) devices, such as sensors and actuators, to monitor and support
their so-called IoT-enhanced Business Processes (BPs). These IoT de-
vices collect vast amounts of data which, when processed appropriately,
can yield crucial insights into the working of the BPs. However, IoT data,
such as sensor data, is notoriously of poor quality, e.g., suffering from
noise or having some missing data points. These problems are referred
to as Data Quality Issues (DQIs), which often interfere with the analysis
of IoT data in an industrial context. In this paper, we present a list of
challenges that have to be tackled to achieve Data Quality (DQ) man-
agement in IoT-enhanced event logs. These challenges are derived and
refined by leveraging expert knowledge and experience in DQIs within a
focus group interview. In addition, we provide directions for solutions to
these challenges based on input from the focus group interview and the
literature. Finally, we discuss the challenges and their impact on typi-
cal DQ management tasks. The insights provided can help guide future
research to achieve better DQ in event logs of IoT-enhanced BPs.

Keywords: Business Process Management · Internet of Things · Data
Quality Management · Data Quality Issues

1 Introduction

Recently, the field of Business Process Management (BPM) is getting more
and more attention in the context of Internet of Things (IoT) environments
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[15, 19, 33] such as smart homes or smart factories. In this context, BPM can
be applied to execute modeled processes with support from IoT devices in smart
environments, realizing IoT-enhanced Business Processes (BPs). In these pro-
cesses, IoT sensor data can be used to detect certain emerging situations and
react to them [26]. The integration of IoT data and event data generated by
BPM systems is not straightforward, and previous research has presented multi-
ple challenges [7, 15]. However, the literature has so far not dealt with an essential
hurdle to IoT-enhanced BPM, namely Data Quality (DQ) [17]. IoT sensor data
are prone to Data Quality Issues (DQIs), which can have various root causes,
such as sensor failures, network problems, or environmental influences [14, 37].

DQIs can significantly affect both the quality of the data and the results of
subsequent analyzes [8]. Previous research has identified patterns that can char-
acterize recurring DQIs in the data. However, there remain crucial challenges to
overcome in DQ management in IoT-enhanced BPM. For example, it remains
challenging to address DQIs that only rarely occur, but have a significant im-
pact on the DQ. These infrequent issues often require domain specialists for the
detection and handling of these DQIs. Moreover, methods and approaches sup-
porting domain experts in this process are currently still in their infancy and
only support certain types of DQIs or have a very high computational complex-
ity (see, e.g., Schultheis et al. [28]), leading to low user satisfaction. In total,
this gap limits the ability to handle DQIs, leading to poor analysis and decisions
based on the event log.

In general, the goal of this paper is to highlight critical challenges in managing
DQIs within IoT-enhanced event logs. This paves the way for the development of
intelligent techniques to resolve DQIs and ensure the acquisition of high-quality
sensor data, which can be analyzed alongside process data provided by a process-
aware information system, or abstracted to detect process events in the absence
of such a system. Specifically, this paper’s contribution is twofold:

1. It identifies challenges that hamper DQ management in IoT-enhanced event
logs, following a mixed-method approach that combines a literature review
with a focus group interview; and

2. it examines the relationship between these challenges and the typical DQ
management tasks discussed in the literature.

Therefore, this paper is structured as follows: Section 2 provides the back-
ground necessary to understand the topic of IoT-enhanced BPM and the chal-
lenges in managing DQIs, particularly within IoT event logs, and the main phases
of DQ management addressed in the literature. Then, Section 3 introduces the
methodology followed to derive the challenges, involving a focus group interview
with IoT BP experts. In Section 4, the key challenges associated with addressing
DQIs are identified and elaborated. These challenges are positioned within the
broader context of DQ management in Section 5, illustrating their relevance to
established DQ management tasks. Subsequently, in Section 6 possibilities based
on which the various groups of challenges can be addressed are outlined. Section 7
offers a discussion of the implications of these challenges and how they relate
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to existing approaches as well as threads to the validity of the results. Finally,
Section 8 concludes the paper, summarizing the main findings and suggesting
directions for future research.

2 Background

This section presents the research background of this work. Section 2.1 presents
the state of research in the field of DQ, while Section 2.2 shows the IoT-enhanced
research in the BPM area. Section 2.3 covers preliminary work that combines
both research areas. The management of DQ, which arises in this context, is
introduced in Section 2.4.

2.1 Data Quality

DQ is a research area that mainly deals with the detection and handling of DQIs
in databases and datasets. In general, DQ is considered to determine the extent
to which the data meet the requirements of their users [4, 36]. Various dimensions
are defined to describe and quantify DQ, among them: accuracy, timeliness,
precision, completeness, reliability, and error recovery [17]. The importance of
each of these dimensions depends on the application scenario and the type of
data.

2.2 IoT-Enhanced Business Process Management

IoT-enhanced BPs are characterized by the multitude of IoT devices (i.e., sensors
and actuators) that support their execution, for example, by automating tasks
and tracking physical process parameters [15]. Recently, there has been increas-
ing awareness of the potential integration of IoT data with BPM techniques
in IoT-enhanced BPs in various sectors, including manufacturing, healthcare,
logistics, and smart spaces [3, 10, 19, 29].

There, IoT data can be used to contextualize BPs with data describing their
physical environment, e.g., sensor data in modern production processes or patient
vital signs in healthcare. For example, IoT-enhanced process mining techniques
can provide a more profound understanding of the BPs by, e.g., deriving IoT-
based decision rules, process variants, or anomalous sensor data patterns. There,
typical steps include preprocessing the raw data (i.e., cleaning, formatting), event
correlation to retrieve the cases each event belongs to, and event abstraction to
derive meaningful process events from sensor data [10, 18].

2.3 Data Quality in IoT Business Process Management

IoT data quality is a broad topic, ranging from detecting DQIs to improving
DQ through cleaning methods [17, 34]. IoT applications often rely on low-cost
sensors with limited battery and processing power, often deployed in hostile
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environments [34]. This leads to sensor issues such as low sensing accuracy, cal-
ibration loss, sensor failures, improper device placement, range limit, and loss
of data packages. Such sensor faults, in turn, cause various types of errors in
the generated data, complicating further analysis. Teh et al. [34] review the
sensor DQ literature and list the following error types (in decreasing order of
frequency): outliers; missing data; bias; drift; noise; constant value; uncertainty;
stuck-at-zero. When left untreated, these errors lead to incorrect data and un-
reliable analysis, leading to poor decision-making.

Although basically all previous research applying BPM with IoT data had to
tackle DQIs, the existing body of literature specifically addressing DQIs in IoT-
enhanced BPM is still scarce. Bertrand et al. [8] review the IoT BPM literature to
describe the IoT DQIs and the event log DQIs encountered by previous research.
Based on this state of affairs, patterns that relate IoT DQIs with resulting event
log DQIs are derived. More specifically, these patterns are of the following shape:
Sensor fault =⇒ sensor DQI =⇒ event log DQI(s). For example, one of the
patterns describes the following: unstable environment =⇒ noisy sensor data
=⇒ incorrect case ID. A concrete example of the occurrence of this pattern in
the literature is provided by Brzychczy and Trzcionkowska [10], where data from
sensors placed on a drilling machine in a mine were used to derive an event log.
Unfortunately, the sensors produced noisy data, making it difficult to recognize
the start and end activities of the mining process and resulting in some incorrect
case IDs in the log derived from the sensor data.

2.4 Data Quality Management

Various steps for addressing DQIs are discussed in the literature (e.g., in [5,
12, 14, 34]). In this section, we introduce some of the most commonly discussed
tasks in DQ management. Although so far a widely accepted standardized model
has not yet been proposed that describes the process of DQ management from
detection to handling of DQIs, we outline the main tasks in Figure 1.

1. Detection: In this task, incoming IoT sensor data are monitored to identify
possible DQIs [14, 34]. The result of this is the classification of whether DQIs
are present and, if so, which ones. If DQIs are detected, the data are passed on
to the handling phase.
2. Handling: This task typically builds on the classification of DQIs output
by the detection [14]. The aim of handling is to provide recommendations for
action to rectify each individual DQI. These may include both the repair of the
components that caused the DQI and the cleaning of the event log. As a result,
recommendations for action are given for the solving task.
3. Solving: In this task, scheduling is carried out to prioritize the recommended
actions from handling [12]. For example, duplicate steps are combined, and ac-
tions are checked for interdependencies. The actions are then implemented au-
tomatically, semi-automatically or manually [5, 34]. If it turns out that the pro-
posed action cannot be executed, the problem is returned to the handling task.
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Fig. 1. Visualization of the Relationships Between Common DQ Management Steps
(In Accordance With the Plan-Do-Check-Act Cycle [21])

4. Evaluation: The evaluation verifies the correctness of the result, i.e., whether
the log is cleaned and/or the cause of the DQIs is solved [12, 14]. This task should
also check whether new DQIs have been generated as a result of the application of
a data cleaning technique. If insufficient quality is detected in the evaluation, it is
checked whether the identification and classification of the DQI in the detection
phase is correct and whether the recommended and executed actions have really
solved this problem. If this is not the case, the detection and handling tasks can
be triggered again.

3 Focus Group Methodology

In this section, we introduce the mixed method approach we used to derive the
challenges (depicted in Figure 2).

First, we created an initial list of challenges, derived from two main sources:
1) the challenges identified in the literature [8] (C1-C5 as described in Section
4); and 2) challenges the authors faced in their work with IoT-enhanced business
processes[7, 29, 28] (C6-C7, and C9-C14 as described in Section 4).

Afterward, we carried out a pilot interview with an expert in IoT-enhanced
processes to prepare and test the focus group interview. The feedback obtained
from the pilot interview was used to refine the interview process. Notable im-
provements that have been made following the pilot interview include a greater
focus on qualitative feedback about the challenges and the grouping of the chal-
lenges.

Then, we conducted a focus group interview [24]. The focus group interview
method involves selected participants discussing a specific topic, using group dy-
namics to produce more in-depth insights than individual interviews [35]. Par-
ticipants are chosen for their relevance and expertise to the topic and their
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Fig. 2. Overview of the Methodology Followed to Derive the Challenges Presented in
the Paper.

previous experience in group discussions [25]. We selected four researchers who
are specialized in IoT-enhanced BPM, all members of the Internet of Processes
and Things (IoPT) initiative5, a group of researchers pioneering industrial IoT
applications. As we were able to consult these members of the IoPT group, we
gained detailed insights and challenges in current research works on the topic of
IoT-enhanced BPM through the interview. In addition to their research work,
this also includes the practice-oriented research projects the members are con-
ducting with industry partners, which go beyond laboratory experiments and,
thus, provide more realistic and industrial challenges. The focus group has been
designed to facilitate discussion and stimulate interaction between participants.
Specifically, the participants were first presented with the initial list of chal-
lenges. The participants have then been asked to discuss the challenges, with
the discussion revolving around three main questions:

1. Which challenges have they already encountered?
2. Which challenges do they consider irrelevant?
3. Which challenges do they believe are missing?

During the interview, the group evaluated, adapted, and grouped the pro-
posed challenges, and multiple challenges were proposed and debated. Challenges
have only been included by the focus group if a consensus has been reached, and
the focus group ultimately resulted in the inclusion of one more challenge in
the final list (C8). Meanwhile, the authors moderated the exchanges, pointing
out some similarities and differences between the proposals made by the par-
ticipants. The discussion has been recorded and transcribed for analysis6. This
group interview resulted in a general consensus on the final list of challenges
presented in Section 4.

Throughout the discussion, suggestions have been made to solve the chal-
lenges. These suggestions are summarized and completed in Section 6, where,
5 https://zenodo.org/communities/iopt/about
6 Transcript available at: https://zenodo.org/records/15058151

https://zenodo.org/communities/iopt/about
https://zenodo.org/records/15058151
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for each group of challenges, we present potential solutions and approaches to
mediate the impact of the challenges. Finally, the participants were asked to re-
flect upon which task(s) of DQ management presented in Section 2.4 each group
of challenges impacted most, resulting in the mapping presented in Section 5.

4 Challenges for Addressing Data Quality Issues

In this section, we present the list of challenges derived from the focus group
interview. In total, 14 challenges were identified, which are clustered into four
groups: Data Complexity (see Section 4.1), Knowledge Acquisition (see Section
4.2), Knowledge Management (see Section 4.3), and Conflict of Interests (see
Section 4.4).

4.1 Group 1: Data Complexity

This group addresses the challenges related to the fundamental characteristics
of big data in the context of IoT environments. Specifically, it focuses on issues
that arise from the immense volumes of data generated by sensors, the variety
of data formats, the velocity at which data must be processed, and the granu-
larity required for effective DQI identification and resolution. The following four
challenges are identified for this group:

C1 – Volume: This challenge pertains to the big data issue of volume [16],
which involves the continuous generation and collection of vast amounts of
data. In particular, IoT BPs equipped with numerous sensors, especially in long-
running operations, produce an overwhelming volume of data. Analyzing these
large data sets is very computationally intensive [28]. Although approaches that
simplify or abstract data representation (e.g., [2, 20, 31]) can reduce computa-
tional load, they often result in a trade-off between data compression and the
loss of critical information, potentially causing some DQIs to go undetected.

C2 – Variety: Variety refers to the big data challenge of managing data pro-
duced in multiple formats – structured, unstructured, or semi-structured – from
diverse sources [16]. In the context of DQIs, this variety emerges from different
types of sensors that generate time series data, which represent various values
over time, such as Boolean states or spatial coordinates [2]. Additionally, the
complexity increases with dependencies between data sources, requiring careful
consideration in data storage and processing.

C3 – Velocity: Velocity refers to the challenge of processing data at high speed,
as described in the context of big data [16]. In IoT BPs, sensors perform frequent
measurements, typically every second. To effectively address DQIs, it is crucial
to identify and correct failures in near real time. Delaying this process can result
in a trade-off where failures are only analyzed after they have impacted the data,
compromising the timeliness of DQI management.
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C4 – Granularity: Granularity addresses the level at which DQIs are identified
and solved. The key is to choose the appropriate method or algorithm for taking
the data to the desired level of detail. For instance, it can be advantageous to
pre-process or abstract data (see the trade-off in C1) instead of relying on raw
sensor data. The granularity level enables different processing places, such as
distributed pre-processing at the edge level [27, 32]. However, data abstraction
is performed at the risk of overlooking dependencies, such as those between time
series, which may only be fully captured at lower levels of granularity.

4.2 Group 2: DQI Knowledge Acquisition

To effectively identify and handle DQIs, it is crucial to acquire knowledge about
them. The challenges in this category are associated with the collection and pro-
cessing of knowledge regarding the DQIs present in the data, which is closely
aligned with the research area of knowledge acquisition [23]. This process per-
tains to the specific methods of extracting knowledge from the data. Therefore,
four key challenges are identified.

C5 – New Data Quality Issues: This challenge deals with DQIs that have
never been observed before. Hence, there cannot be knowledge about this type
of failure, making automatic detection and classification difficult. This raises
the problem of how knowledge about such new DQIs can be suitably acquired
and generated, e.g., for automated processing in an Artificial Intelligence model.
Although there are methods to identify the existence of an unknown issue, such
as anomaly detection [11], concrete classification requires further information.
C6 – Rare Data Quality Issues: Rare DQIs present significant challenges
due to the scarcity of data on these infrequent occurrences. This scarcity com-
plicates pattern recognition, algorithm training, and strategy development to
manage them. Classifying such DQIs and obtaining relevant information through
appropriate solutions is particularly difficult. Moreover, there is a heightened
risk of, e.g., overfitting when training Machine Learning models to detect these
rare DQIs. The core challenge, therefore, lies in effectively addressing rare DQIs
throughout the various steps of DQ management described in Section 2.4, despite
the limited and imbalanced available data.
C7 – Causality Ambiguity: In the context of DQIs, ambiguity means that
known patterns cannot be clearly traced back to an issue. For example, noisy
data can result from a sensor being incorrectly calibrated or from an issue in
the environment, such as someone walking near the sensor. In this case, the DQI
patterns left in the data would be very similar, but the cause would be entirely
different, creating difficulties to correctly classify and handle the DQI.
C8 – Solution Ambiguity: This challenge involves the difficulty of selecting
the appropriate solution for a DQI when ambiguity exists. Even if the cause
of a DQI is known, there may be multiple solutions with no clear best choice.
This uncertainty creates challenges in evaluating and applying different possible
remedies. Implementing a solution might trigger a conflict of business interests
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(see C13), such as requiring significant financial investment or resources. Fur-
thermore, there might be dependencies between solutions that could introduce
new DQIs (see C14). The key issue is effectively balancing and choosing among
various solutions, each with its own trade-offs and potential implications.

4.3 Group 3: DQI Knowledge Management

In this section, we explore the challenges related to the management of existing
knowledge about DQIs. Effective knowledge management [6, pp. 9-11] is essential
for the identification, handling, and resolution of DQIs, especially when dealing
with complex and evolving data environments. The challenges discussed here
focus on the representation, reuse, and refinement of knowledge. These aspects
are crucial to ensure that knowledge about DQIs is not only well-documented and
structured, but also effectively leveraged and continuously improved to address
both existing and emerging issues in DQ management.

C9 – Knowledge Representation: This challenge addresses the problem of
finding a suitable representation of knowledge. It considers the preprocessing
of existing knowledge about DQIs (e.g., manuals, workers’ experience, patterns,
causes, and solutions) into a format interpretable for machines so that it can be
processed automatically (so-called externalization [22]). The appropriate knowl-
edge representation is the basic requirement for applying algorithms or more
advanced methods to address DQIs.
C10 – Knowledge Reuse and Transfer: Knowledge Reuse and Transfer in-
volves leveraging existing, well-structured knowledge stored in a knowledge base
(e.g., a database) to detect, manage, and solve new DQIs. The key challenge
is to automatically identify the most relevant knowledge within the database
and adapt it to address new DQIs. This process can occur within the current
environment (e.g., factory or machine) or across different environments, which
may require further generalization to ensure effective application.
C11 – Knowledge Refinement: This challenge refers to the constant evalu-
ation and, if necessary, updating of knowledge. For example, solutions that are
proposed for a new DQI as part of knowledge management and applied where
necessary must be checked to see whether they actually increase the DQ for
this use case. Furthermore, it is possible that the application of solutions may
cause new problems (see C14). To ensure that a DQ management system, that
is as automated as possible, eliminates causes of DQIs and increases DQ, con-
stant refinement of the knowledge must therefore be carried out. In this context,
knowledge might also be acquired again, referring to the challenges of Group 2
(see Section 4.4).

4.4 Group 4: Conflict of Interests

This section addresses the challenges that arise when DQ management concerns
clash with broader organizational matters. These include issues such as privacy,
where data protection requirements can impede the identification and resolution
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of DQIs; business interest conflicts, where financial considerations may restrict
the resources dedicated to DQ management; and cascading effects, where the
resolution of DQIs might unintentionally cause adverse consequences in the data
processing workflow. Addressing these challenges is essential for implementing
effective and sustainable DQ management practices.

C12 – Privacy: This challenge highlights potential conflicts of interest related
to data privacy, which can occur in two main situations. First, privacy may
be required to protect personal interests or to comply with legal regulations.
For instance, these privacy concerns may conflict with the analysis of certain
data, such as video recordings, or may entirely prohibit the use of whole data
sets and data sources. This means that data that could be used to identify and
rectify DQIs may be missing, or their use could be restricted. On the other
hand, privacy can also be viewed in terms of trade secrets and confidentiality,
where sensitive information is protected from unauthorized access or disclosure.
This means that a cross-enterprise exchange of possible DQI knowledge may be
restricted to prevent competitors from obtaining information about production
(which exacerbates the problem of few failure data, see C6).

C13 – Business Interest Conflicts: This challenge describes financial inter-
ests within a company that may stand in the way of DQ management. For
example, this DQ management may play a subordinate role within the company
and there may be no willingness to spend money on addressing it at all, e.g.,
by deciding not to replace a faulty sensor. Certain DQIs may also be considered
unimportant and contrary to other internal company guidelines. For example,
Predictive Maintenance [38] is often carried out within a factory. If it is recog-
nized that a sensor is producing faulty or missing data, it may still be economical
from this perspective to keep the sensor running shortly before or even until total
failure. On the other hand, DQ management would have an interest in repairing
or even replacing the sensor as fast as possible.

C14 – Cascading Effects: This challenge can occur if the semantics of a pro-
cess can get lost due to the elimination of DQIs. In general, there is an interest
in rectifying DQIs if possible. However, this can lead to undesirable side effects,
as a result of which the data are still not suitable for analysis, its quality may
even deteriorate or non-existent other failures may be searched for. For example,
a faulty sensor might disturb the production in a smart industrial process. By
repairing the sensor causing the failure and the corresponding DQI, the process
can be continued. However, repairing the event log would mean that the seman-
tics that caused production to stop would no longer be retained. As a result,
the event log would be searched for the failure that caused the stop and none
would be found, leading to an unnecessary failure investigation. In this case, the
interest of a clean event log takes precedence over the semantics of the process.
Such cases must therefore be identified and handled accordingly, possibly by
discarding a part of the log.
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Table 1. Mapping of Challenges to the Four Main DQ Management Tasks Presented
in Section 2.4.

Group Detection Handling Solving Evaluation

Group 1
(Section 4.1)

✗ ✗

Group 2
(Section 4.2)

✗ ✗ ✗ ✗

Group 3
(Section 4.3)

✗ ✗ ✗ ✗

Group 4
(Section 4.4)

✗ ✗ ✗

5 Mapping of Challenges to Data Quality Management
Tasks

The final part of the focus group interview aimed at mapping the challenges with
the DQ management tasks discussed in Section 2.4. This positions the challenges
in the broader context of DQ management. Depending on the addressed step, it
is possible to determine which challenges relevant to this step are likely to occur
and based on this, define a prioritization for dealing with them. Depending on
the step, various solution approaches can be developed, each addressing the
most relevant challenges. This prioritization was derived and evaluated through
discussions with the experts in the focus group interview. As the participants
saw little difference between the challenges within each group, the mapping is
given for each group of challenges. The mapping is shown in Table 1.

First, for Group 1, it was recognized that challenges C1-C4 mostly impact
the detection and the handling of the DQIs, as these tasks usually assume a
simplification of the data which negates the effect of the challenges on subsequent
tasks. For example, with large volumes of data (C1), the share of data where
DQIs are detected is likely to be minimal, which means that the volume of data
that will go through the next tasks will typically be more manageable. Then,
for Group 2, all tasks are impacted: in C5 and C6, the rarity of the DQI implies
difficulties in detection as well as solving and the evaluation of cleaned data,
while ambiguity can affect both the detection and evaluation tasks (C7) as well
as the handling and solving phases (C8). Next to this, the Group 3 challenges
also impact all tasks, as the knowledge about the DQIs covers the techniques to
detect them as well as the approaches to solve them and their effects. Finally,
Group 4 affects all tasks but the evaluation, as these challenges relate to the
availability of data (especially C12) and the prioritization of the solutions that
can be applied (C13 and C14).

6 Towards Addressing the Challenges

In this section, we discuss possible solutions to the challenges based on the
results of the focus group interview, completed with the literature. We present
the solutions along the four groups of DQIs identified in Section 4.



12 Y. Bertrand et al.

6.1 Group 1: Data Complexity

The challenges in this group are deeply interrelated and are best addressed all
together. For instance, more fine-granular data (C4) and different types of data
(C2) often lead to a higher volume of data (C1), which in turn exacerbates the
challenge of velocity (C3). Overall, a trade-off has to be made between them: To
tackle the challenge of velocity and solve DQIs faster, one can, e.g., abstract the
data to a higher granularity level, thereby also reducing the volume of data, mak-
ing it easier to process the data in a timely way (albeit at the cost of potentially
missing some DQIs).

Two primary approaches were proposed to tackle these challenges holistically:

a) Expert-Guided Data Prioritization & Filtering : By focusing on the most
relevant bits of data and aggregating data to a semantically meaningful
level, the volume of data to process can be reduced, making it easier to
analyze various types of data (C2), timely, and at the right granularity level.
This technique can be supported by a divide-and-conquer approach to data
preprocessing, where an initial layer of data filtering occurs at the edge,
streamlining subsequent processing.

b) Increasing Computational Power : Expanding processing capacity enables the
handling of larger data volumes (C1), faster processing of the same amount
of data (C3), analysis at a finer level of granularity (C4), or a combination
of these improvements simultaneously.

6.2 Group 2: DQI Knowledge Acquisition

For the challenges in group 2, potential solutions lie in specific data analysis
techniques and expert knowledge. To address new DQIs (C5), anomaly detec-
tion techniques can be employed to identify new types of DQIs (for an in-depth
treatment of anomaly detection in IoT time series, see [11, 30]). Next to this, ex-
pert knowledge can guide the discovery of new DQI types, in particular when the
process is being modified, i.e., there is concept drift. Then, for rare DQIs (C6),
data augmentation techniques can be used to generate more cases of emerging
DQI types to refine the DQI detection and handling techniques. Next, to ad-
dress causality ambiguity (C7), root cause analysis based on expert knowledge
is the most straightforward option. This way, occurrences of similar DQIs due to
different causes could be more easily disentangled. Solution ambiguity (C8), in
turn, can be addressed by ranking solutions and trying to apply the best ranked
solutions until the DQI is solved. This ranking could be performed based on the
likelihood that each solution will solve the issue and its cost.

6.3 Group 3: DQI Knowledge Management

This group of challenges revolves around knowledge representation, and the
choice of a suitable knowledge representation, addressing knowledge representa-
tion (C9), is a prerequisite to tackling the other challenges. To this end, we expect
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a suitable knowledge representation to store, for each DQI detected, the data,
the cause of the DQI and the solution applied. Knowledge-based approaches (like
case-based reasoning [1, 6]), ontologies [9] or knowledge graphs [13] could be used
to store this type of information. Moreover, they are supported by data retrieval
techniques that can be applied to address knowledge reuse and transfer (C10).
Knowledge refinement (C11), finally, can also be addressed by the techniques
used for new DQIs (C5) and rare DQIs (C6), as the detection of new DQI types
is necessary to the update of the knowledge on these DQIs.

6.4 Group 4: Conflict of Interests

The challenges in this group are not as interconnected as the challenges in
other groups and require different solutions. Depending on the type of data
and the level of confidentiality required, data privacy (C12) can be addressed
by anonymizing the data, using federated learning to learn from multiple data
sources without directly sharing the data or generating synthetic data. For busi-
ness interest conflicts (C13), the issue is mainly a management one, which re-
quires prioritizing DQIs based on a cost-benefit analysis, and only solving DQIs
which cause more financial damage than the cost of handling them. Regarding
cascading effects (C14), one possibility is to keep both the original log (contain-
ing DQIs) and the cleaned one, so that root because analysis is always possible
on the original data which caused the issues in the process execution.

7 Discussion

One of the main difficulties encountered in the collection and description of the
challenges presented in Section 4 is that such challenges are very interdependent.
This interdependence is often observed between challenges of the same group.
For example, granularity (C4) and volume (C1) impact each other, as being
able to abstract the raw sensor data without losing important information can
greatly reduce the burden caused by large volumes of data. Moreover, solution
ambiguity (C8) can be mildewed by accurate detection of DQIs, i.e., resolving
causality ambiguity (C7).

Some challenges can also have an effect on other challenges in other groups,
e.g., the granularity level at which data are analyzed (see C4) can be impacted
by the knowledge representation (C9) chosen. As another example, a suitable
procedure for business interest conflicts (C13) can mitigate rare DQI challenges
(see C6).

Next to this, some overarching factors that can affect multiple challenges are
identified. First, in the handling and solving phases, two types of techniques can
be proposed and applied:

1. Approaches to clean the data, e.g., scripts to remove outliers or impute
missing data,

2. Actions to repair the data collection process, e.g., recalibrating a sensor or
replacing a faulty network component.
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These have very different effects and can solve different types of issues, as
repairing the data collection process is typically more costly (e.g., regarding hard-
ware costs or downtimes) and takes longer. But some DQIs can only be solved
by such interventions. There, business interest conflicts (C13) play a crucial role
in balancing the costs and benefits of both types of solutions.

Second, the timeliness of the DQ management (i.e., how fast DQIs can and
need to be solved), while having an obvious link with the velocity challenge
(C3), also impacts multiple other aspects of DQ management and determines
how serious some challenges are. As such, the volume of the data (C1) can be
handled more easily if the data can be stored and processed per batch. The
challenges of Group 2 (see Section 4.2) are also easier to address if there is
enough time to have a process/data expert analyzing the problem in depth.
On the other hand, being able to address DQIs in (near) real-time makes some
challenges much less problematic. For example, cascading effects (C14) can be
defused before they have a chance to occur if the initial DQI is immediately
handled.

Finally, a last point of discussion in the focus group has been the importance
or gravity of each challenge. There, no consensus could be achieved, and it has
been suggested that the importance of each challenge is highly dependent on
the perspective taken. For example, considering the challenges from a Process
Mining perspective, the granularity of the data (C4) has been mentioned as a
particularly important challenge.

While these insights provide valuable perspectives on the identified chal-
lenges, it is also important to consider potential limitations of our findings.
Therefore, we acknowledge the following threats to the validity of our results:

a) Limited Sample in the Focus Group Interview : The challenges were validated
by a group of four researchers only as well as one additional researcher for
the pilot interview. These focus group participants were selected for their
expertise in the domain, which allowed the authors to gather high-quality
feedback to validate the challenges.

b) Purely Academic Setting : All participants in the study (authors and focus
group interviewees) are university or research institute members. However,
all participants have experience working with industry partners, which makes
them familiar with the challenges faced when handling real-life data.

c) Non-formal Validation Approach: In this study, we chose the focus group
for its ability to generate new ideas through the interaction between partic-
ipants. However, a focus group is not a systematic validation method, and a
controlled survey would allow a more robust validation of the challenges.

8 Conclusion and Future Work

In this paper, we address the issue of DQ in the research topic of IoT meets BPM.
Our main contribution lies in the discussion of the main challenges that have to
be overcome to achieve DQ management in IoT BP, which were derived from
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a focus group interview with experts in IoT BPM. Next to this, we propose a
mapping of the different challenges groups with the main DQ management tasks
discussed in the literature. We put forward the summary of the challenges that
we present as a foundation for future research in the domain, and also present
initial ideas for addressing these.

In future works, we plan to build on this foundation and develop a framework
for semi-automated DQ management in IoT BPs, capable of addressing the
challenges we presented, based on the main steps described in Section 2.4.
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