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Abstract The use of Internet of Things (IoT) technologies drives the
automation of business processes. However, such environments often lack
process awareness and corresponding systems to monitor process execu-
tions. Due to its too fine-grained nature and variations, the direct use of
data from IoT devices for monitoring is problematic, requiring an event
abstraction step to lift the data to the business process level. This work
investigates the application of Temporal Case-Based Reasoning (TCBR)
as a novel experience-based approach to detect process activity execu-
tions in IoT data. The proposed TCBR approach uses activity signa-
tures—representations of process and IoT data for an activity prototype—
as a case base to classify unknown IoT time series data from a smart
factory. A data flow architecture is presented that supports analysts in
selecting a suitable activity prototype and evaluating its quality for ac-
tivity detection. The results enable both, the development of high-quality
activity detection services and the identification of improvement oppor-
tunities in IoT monitoring systems. The approach is evaluated using data
produced by a smart factory. The results indicate that the TCBR meth-
ods used are very suitable for detecting activities in this IoT use case.

Keywords: Temporal Case-Based Reasoning - Time Series Data
Activity Detection - Internet of Things

1 Introduction

The automation of business processes in many domains of every-day life is rapidly
advancing, empowered by the ongoing developments and dissemination of Inter-
net of Things (IoT) technologies. The IoT introduces new data sources—Sensors—
providing insights into the operations, interactions, and environment of smart
devices, humans, and digital software systems. Although processes are ubiquitous
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in many IoT-related domains [47], Process-Aware Information Systems (PAIS)
are often not available to monitor or even orchestrate their executions [39]. In-
stead, it is necessary to rely on the data produced by the sensors to derive
information about the execution of processes and activities in these processes,
which can be the basis for more advanced process analysis via process min-
ing [19]. Relying on IoT data, however, entails several challenges as the sensor
data is often recorded at a too fine-grained, low level, and it might be subject to
variations, which negatively influences the quality of process activity detections.

To gain insights into the execution of process activities, an event abstraction
step is necessary to lift the low-level sensor data from IoT devices to the level
of process events (cf. Fig. [10]. While many related works propose to apply
rather heavy-weight machine learning approaches in this context, we discuss the
application of Temporal Case-Based Reasoning (TCBR) to classify the sensor
data, in the form of a time series, according to the process activities they belong
to. We start with the data analyst identifying one activity signature as a case,
which represents the IoT data for a prototypical execution of one type of activity
over time [39]. The main challenge is selecting a representative activity execu-
tion because the underlying IoT data is often affected by variations for the same
activity type. The cases from several activity types are used to classify the seg-
mented IoT data recorded from a small-scale smart factory during the execution
of multiple instances of typical production processes with manufacturing activ-
ities. We propose a data analysis architecture based on TCBR to support data
analysts with selecting a suitable activity signature and evaluating its quality for
detecting instances of the corresponding process activity. From the calculated
similarities, we can inform the analyst about the match of the selected signature
with specific instances, potential ambiguities [14], and other data quality issues
that may arise from the aforementioned variations in the IoT sensor data [27].
These insights will 1) enable the development of high-quality activity detection
services that are independent of PAIS as described in [38], which is especially
relevant in less automated domains with manual activities (e.g., smart health-
care [13]); and, 2) they will also enable IoT engineers to identify opportunities
for improving the monitoring of IoT data systems via additional sensors.

The paper is structured as follows: Sect. [2] introduces foundations and the
novel use case of activity executions in IoT systems. In Sect. [3| related work is
presented and discussed. Sect. [4] presents our approach to detect activity execu-
tions from IoT data based on TCBR. This approach is evaluated and discussed
in Sect. [5} Finally, Sect. [f] concludes the paper and outlines future work.

2 Foundations and Use Case

2.1 IoT Data and Process Activities in the Smart Factory

IoT System: In this work, we investigate IoT systems as novel data sources and
application domains for Case-Based Reasoning (CBR). The examples used in
this work are taken from the domain of manufacturing. The small-scale smart
factory depicted in Fig. [I] represents the IoT system that executes processes
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Fig. 1. Small-scale Smart Factory with Production Stations used as IoT System.

{ "id": "8eeOfa9a-6dad-4bf8-a0dc-df01333b493f", "station": "MM_1",
"timestamp": "2023-01-30 13:06:22.24", "il_pos_switch": 0, "o7_valve": O,
"i2_pos_switch": 0, "i3_pos_switch": 0, "i4_light_barrier": 1,
"mi_speed": 512, "m2_speed": 0, "m3_speed": 0, "o8_compressor": 0 }

W N =

Listing 1. Example IoT Data (in JSON) from Milling Station.

and emits low-level IoT data . The smart factory features seven production
stations including a high-bay warehouse (HBW) for storage, a vacuum gripper
crane (VGR) for transportation, an oven and milling machine for production
tasks, and a sorting machine. All the hardware components can be controlled
via software executed on embedded controllers, which are networked and expose
an interface to be remotely accessed by more complex software applications,
e.g., in a service-based software architecture .

IoT Data: During its operations, the smart factory regularly emits low-level IoT
data regarding the status of its sensors (e.g., buttons and light barriers) and
actuators (e.g., motors, valves, and compressors). An exemplary low-level IoT
data reading from the milling machine is presented in Listing [T} This reading
has a unique ID, timestamp, and the specific status of all sensors and actuators
that are part of the station. The factory emits these readings for all stations at a
configurable frequency. Thus, we are faced with time series data to be analyzed.

IoT Processes: In this work, we will analyze two topical processes from dis-
crete manufacturing . The Storage process contains a sequence of automated
process activities to store a new workpiece in the HBW including transport and
loading activities. The Production process contains a sequence of activities to un-
load a workpiece and produce it in the oven and milling machine stations with
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subsequent sorting and transportation. Both processes can be executed in the
smart factory using a Workflow Management System (WEMS) based on the soft-
ware stack presented in [41]. The process activities contained in both processes
are the entities whose execution we aim to detect solely based on the low-level
IoT data from all production stations. Hereby, an activity is considered to be an
atomic unit of work executed either by a machine, human, or digital service [47].
An activity has a label, and the execution of an activity is characterized by a
timestamped start event and end event, which determine its duration.
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Fig. 2. 10T Data for Three Instances of the Mill Activity with Signature Annotation
for One Execution as Event Abstraction (Middle, Dashed Light Blue Lines). The Two
Similar Instances (Left and Right, Dashed Dark Red Lines) Should Be Detected Au-
tomatically.

IoT Data—Process Activity Correlation (Event Abstraction): Fig. 2| shows an
example of the correlation between the low-level IoT data and process activity
as an event abstraction step. Each differently colored solid line represents the
values of one sensor or actuator over time. Given such time series of low-level
data readings from all sensors and actuators of the IoT system, the corresponding
process activity should be inferred. We investigate the applicability of CBR to
this problem and type of data. For example, Fig. 2| contains the execution of
three instances of the Mill activity that should be classified accordingly only
given the IoT data. One instance thereby serves as prototype determined by
the data analyst to detect the other occurrences. One challenge in creating this
correlation and finding a suitable prototype activity is the existence of variations
in the IoT data associated with different executions of the same type of activity.
In Fig. [2] we can observe slight variations in the durations of how long a sensor
or actuator stays in a specific state, and we can see an additional peak in the
value of a sensor for the first instance. However, all three sequences represent
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executions of the same type of activity. These variations make it challenging to
select a suitable prototype segment within the low-level IoT data (cf. Fig.[2) that
best represents a process activity from start to end. We propose to use CBR to
support the IoT data analysts with this selection process.

IoT Data Variations: Our experience with IoT systems [27] and analysis of the
variations in the IoT data unveiled the following reasons for their occurrence
between instances of the same type of activity:

— Different execution times: Activity executions may vary in their duration
due to different process parameters and different start/end conditions.

— Different process/activity parameters: Activity executions may involve dif-
ferent sequences of sensors and actuators, depending on specific parameters.

— Different start/end conditions: Activity executions may not always start or
end with the same conditions, resulting in different movement patterns.

— External factors: IoT systems interact with the physical world, where exter-
nal conditions and factors are harder to control than in pure digital systems.
This might create different types of variations in the IoT data.

— Different sampling frequencies: The sampling frequencies of the underlying
ToT data may also contribute to variations.

— Parallel activity executions: The parallel execution of activities in the IoT
system might lead to different sensor and actuator patterns in the IoT data
than for consecutive executions, possibly superimposing each other. In this
work, we assume that these scenarios are out of scope and the execution of
an activity is limited to only one execution on one station at a time.

2.2 Temporal Case-Based Reasoning

The application of CBR to IoT sensor data falls within the research area of
TCBR [18122]. This deals with the representation of temporal relationships in
cases and their handling within the CBR cycle. TCBR is used in various applica-
tion areas such as classification and error detection, prediction or medicine [25].
In each use case, the underlying data is complex, resulting in challenges for filling
the knowledge containers [32]. The application of TCBR requires the definition
of a suitable vocabulary for modeling the sensor data and the selection of suitable
similarity measures to enable correct reuse of experience knowledge.

Various forms of case representation exist for filling the vocabulary and on
this foundation the case base [25]. While approaches such as episodes, graphs or
event sequences exist, time series are the most established form of representation
in TCBR. A time series is defined as a sequence of values that are associated with
specified points in time. In most applications, this data is represented in symbolic
form and summarized as feature vectors. Simplified forms of representation such
as temporal abstraction [43| can be used to reduce the volume of data. These
abstract the time series to a higher level by aggregating data points, which
decreases the following computation complexity. However, such an abstraction
leads to a loss of information, which can be unsuitable for certain use cases [37].
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Usually, a case representing IoT sensor data contains one or more time series [25].
These are local attributes that are aggregated in a higher-level case description.

Based on the selected vocabulary, suitable similarity measures must be used
to identify similar time series [25]. Table [1| presents a categorization of syntactic
similarity measures between time series. In these measures, no domain knowledge
is included so that these can be defined as knowledge-poor [45]. Furthermore,
there are knowledge-intensive similarity measures that compare time series not
only based on syntax, but also taking semantics into account (e.g., by Nakan-
ishi [29]). Such semantic time series measures have not yet been used in TCBR
and for the use cases in the analysis of IoT sensor data. A syntactic consider-
ation regarding stretching and compression has so far been sufficient [25]. The
categories of similarity measures are based on the local-global principle [4}, pp.
106-107], in which the similarities of individual attribute values are calculated
and aggregated into a global similarity value. This means that at a local level,
similarity measures are used for the point in time and the corresponding value
characteristic. Depending on the use case, these measures can be semantic or syn-
tactic measures. As several time series might be available for most sensor data
cases, the similarity values between these time series can also be aggregated at
a global level and merged into one similarity value.

Table 1. The Three Categories of Syntactic Similarity Measures for Time Series, With
Example Algorithm for Each Category (according to Malburg et al. [25]).

Category 1

Category 2

Category 3

Similarity measures that
can only be applied to time
series of the same length,
comparing only the values
at the corresponding times.

Similarity measures that
can be applied to time
series of different lengths,
considering the values and
the time points.

Similarity measures, like
those in Cat. 2, but that
can detect stretching and
compression in addition.

List Mapping [25]

Smith-Waterman
rithm (SWA) [44]

Algo-

Dynamic Time Warping
(DTW) [33]

3 Related Work

3.1 Classification Based on Temporal Case-Based Reasoning

Related work already exists in which TCBR is applied to the smart manufac-
turing domain and applied for classification. Klein et al. |21] learn a similarity
measure using expert knowledge for classification in the field of predictive main-
tenance. Based on the similarity-based results, the approach classifies whether
faults will occur based on sensor data so that preventive actions can be taken.
Malburg et al. [25] present the use case of event and activity detection based on
TCBR as an example of an implementation in the CBR framework ProCAKE [5].
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Based on a large case base with collected sensor data, a retrieval is performed
and based on the most similar cases, a classification is done. Based on this data,
Weich et al. [48] investigate the use of embeddings in TCBR for this use case to
improve retrieval efficiency. Schultheis et al. [37] use TCBR to identify specific
data quality issues by using Dynamic Time Warping (DTW) similarity analysis
to detect anomalies and classify these on experience base. All three approaches
use IoT data from factories and apply empirical knowledge for classification.

TCBR is used for classification in the medical domain in the context of de-
cision support systems. For a binary classification to determine the creatinine
course as critical or non-critical, Schlaefer et al. [35] use CBR. Their similarity
calculation is based on a distance metric determined by linear regression. Funk
and Xiong [16] perform classification of diseases based on similar cases repre-
sented as sequences. Similarly, Nilsson et al. [30] pursue the goal of identifying
stress-related disorders based on patterns in time series. Elsayed et al. [11] con-
vert medical images into curves and perform retrieval on them using DTW as
a similarity measure. The knowledge stored in the case base is used to classify
disease findings. The analysis of patient data from people with back pain is inves-
tigated by Szczepanski et al. [46], using time series to derive targeted treatment
recommendations based on similar cases. As with activity detection, these areas
of application are based on sensor data that is to be classified using CBR.

CBR can also be used to analyze IoT data outside the manufacturing and
medical domains. Fritsche et al. [15] use TCBR to identify critical situations by
comparing current time series with historical cases, using DTW to detect poten-
tial failure cases. Borck et al. [7] apply a similar method to monitor astronauts,
recognizing activities and identifying errors in their execution. To monitor elder
people at home, Lupiani et al. [24] use TCBR with temporal edit distance as a
measure. Data from a smart home environment is used to identify what activities
people are currently performing and if these are risks. Ariza et al. |2] use CBR to
classify player skill levels based on multidimensional time series measurements.
These are also case-based classifications based on time series data.

3.2 Process Activity Detection from IoT Data

The BPM-IoT manifesto is among the advocates of applying Business Process
Management (BPM) technologies to the IoT, and vice versa [19]. It highlights
the opportunities and challenges of using IoT data for and together with process
mining, which is discussed in more detail in |27]. These works highlight the bridg-
ing of the abstraction gap between low-level IoT data and process-level data as
an important, non-trivial task, which also includes choosing a suitable level of
event granularity for process mining [3]. The study in [27] discusses the contri-
butions of sensor data to the execution of a process activity, including sensors
emitting data that is of no relevance to sensor data that is relevant for several
activities. In our work, we start from the concept of an activity signature |39],
which involves the data analyst specifying the relevant IoT sensors in a first step.

Various approaches investigating activity detection and IoT data segmen-
tation have been proposed in [20,31], and more specialized in the context of
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smart homes @, smart cars @, human activity detection , and industrial
processes . A common challenge lies in the bridging of the abstraction gap
between low-level event data and high-level process events , which is the goal
of our work. Most of these approaches are either tied to specific types of sensors,
which limits their general applicability, or they train expensive overly complex
machine learning models to classify activity executions. The presence of afore-
mentioned variations within the IoT data negatively influences the quality of
the activity detections in most of these cases. We aim to develop a more generic
light-weight approach that is able to tolerate these variations to a certain degree.

4 Case-based Activity Detection from IoT Data

In Fig. [3] we present an overview of the data flow architecture that we propose
for learning (top part) as well as for retrieval and reuse (bottom part).

Learnin;
Interactive ) ¢
loT System Dashboards Activity Prototype —
Smart Factory (Start, End, Label)
Activity
-— o
Low-level IoT Data as Case CBR
loT Data L Selected Signature System
loT Data
loT System Retrieval & Reuse
Smart Factory LIOVTHDEVE‘ Unlabeled
ol D loT Data loT Data
Segments CBR Activity
Process Log System Labels
- Events Segmenter
Process T

Fig. 3. Data flow Architecture for Learning and CBR Application.

4.1 Learning Phase

In the Learning Phase, the data from the IoT system’s sensors and actuators (cf.,
e.g., Listing [1|) recorded during the exemplary execution of the processes is per-
sisted in an IoT data log (e.g., a time series database). This data is visualized in
an interactive dashboard (cf. Fig. [2) where the data analyst identifies and anno-
tates a prototypical execution of an activity according to the method described
in . In the learning phase, we assume that a PAIS for process monitoring is
not available and thus, the analyst needs to provide the data annotations for
one prototype of an activity execution. The provided data—the activity label, its
start and end timestamps—is then used together with the corresponding IoT data
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from the data log (aligned based on the timestamps) to generate the activity sig-
nature [39]. This signature represents the activity execution’s manifestation in
the IoT data, which is converted to a case in the CBR system. A vocabulary
exists for this purpose, which provides the storage of the relevant time series at
local level and as the attributes relating to the process on global level (e.g., the
executing station in the factory). The signatures are converted into the format
specified by the vocabulary so that the signatures are contained in the case base.

To apply the TCBR approach with this vocabulary and case base, local sim-
ilarity measures must be modeled by domain experts to be able to compare the
time points of the time series and the corresponding values (e.g., coordinates
or Boolean conditions), and aggregate these for each time series entry appropri-
ately. The comparison of the time series itself is performed using DTW [33] based
on the calculated similarity values for the individual entries [34]. This similar-
ity measure aligns entries of two time series by computing an optimal mapping
based on those local similarities. Therefore, DTW has the potential of recogniz-
ing the time series lengths without penalizing the subsequent similarity values
(cf. Table . This enables the signatures used in activity detection, only con-
taining a minimal number of time points, to be compared with the significantly
longer time series from the query and recognized as similar. For aggregation
on a global level, a similarity measure is used that learns class-specific weights
(cf. [4, p. 122]) from the case base. Due to the number of sensors in smart facto-
ries, not all recorded time series are of relevance to the respective activity. Only
the relevant time series are stored in the case itself, while other attributes are
ignored. In contrast, the query can contain significantly more attributes with
associated time series, as all sensors are continuously producing data. For simi-
larity assessment, therefore, an aggregation function with class-specific weights is
required, whereby the weights are only binary and indicate whether an attribute
is relevant or not. This similarity knowledge can be derived from the case base
by extracting the respective activity as a label from each case and only consid-
ering through an equal weight higher than 0.0 the attributes for which the case
contains time series. All other attributes not contained in the case are weighted
with 0.0 and thus omitted from the similarity calculation. This means that the
global similarity measure is automatically learned based on the case. From these
relevant, identified attributes, the average is calculated as global similarity value.
As adaptation knowledge, only null adaptation is used for this domain because
there is only one case derived from the activity prototype in the case base for
each activity, and it is therefore assumed that the most similar case contains the
correct label.

4.2 Application of the CBR Cycle

The application of the CBR cycle [1] focuses on Retrieval and Reuse Phases.
We aim to classify unknown data from the IoT system, which is stored in the
IoT data log, according to the activity executions it represents. Our goal is to
only classify the IoT data in a first step using TCBR, not to segment it (i.e.,
to identify specific start and end times). For the segmentation task, we use the
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process event log recorded by a WfMS during the execution of the processes.
This event log contains start and end times of activity executions to be used
for segmentation, and their labels to be used as ground truth for evaluations.
Note that the process event log has been created automatically by executing
process models that describe the sequence of activities (e.g., as described in [41]).
This event log does not have to be created by a WfMS or PAIS, as we assume
that these systems might not be available in the IoT system. It can also be
created by other activity monitoring approaches—even a manual tracking of start
and end events—while recording the corresponding IoT data. The unlabeled and
segmented low-level IoT data is fed into the CBR system for classification.

In the CBR system, a retrieval is triggered that works based on the similarity
measures described in Sect. The activity from the most similar case is reused
and, therefore, returned as an identified activity label including the similarity
value. This value serves as a confidence value for the data analyst, as it can be
used to assess whether the label is determined with a high degree of certainty
(high similarity value) or based on the lack of suitable alternative cases (low
similarity value). In addition, all cases with similarity values can be returned
to check whether other cases have similarly high values, indicating potential
ambiguities [14]. These results help the data analyst to assess the quality of
detecting activity executions from the selected prototypical activity signature,
and thus, if a modification of the signature or even an adjustment of the IoT
system (e.g., by adding new sensors |27]) is necessary. Once the activity signature
is confirmed to be suitable, it can serve as an input for automatically generating a
corresponding activity detection service based on the approach presented in [38§].

5 Evaluation

The activity detection approach is implemented in the ProCAKE framework |5]E|
which has already been used for TCBR in previous research. In this section, we
present the data collection and analysis setup, and discuss the results.

5.1 Setup

To evaluate the activity detection, we modeled the two IoT processes described
in Sect. The storage process consists of 6 activities, the production process
consists of 10 activities; both to be executed in sequence. We used a WIMS to
execute several instances of these processes over 27.63 minutes to record an IoT
data log for the learning phase. In this log, 12 distinct activities were annotated
from six production stations by an expert data analyst. From these annotations,
we generated the corresponding 12 activity signatures to be stored as 12 cases
in the case base. To test the TCBR approach, 36 instances of the two processes
were executed in the factory, with a total duration of 178.44 minutes and 359
activity executions. These activities are used as queries for the evaluation, each

! Available at: https://gitlab.rlp.net/procake/publications/procake-activity-detection


https://gitlab.rlp.net/procake/publications/procake-activity-detection

Case-Based Activity Detection from IoT Data 11

based on the executing stations. The IoT data logs were sampled at a frequency
of 0.5 Hz. The process event log recorded by the WfMS was used as ground
truth and to segment the activity execution. The time required to execute the
retrieval was 24.89 seconds on a state-of-the-art computer (12 cores@3.2 Ghz,
32 GB RAM). The dataset in [42] contains all relevant input and result data.

5.2 Results and Discussion

The confusion matrix for each distinct activity with its executing station is
displayed in Table [2| We see that the TCBR-based activity detection works very
well in this manufacturing scenario, achieving high accuracy, precision, and F1
scores. As a reference, the work in [40] detects activities in the same scenario
based on change patterns encoded as rules and exact matches in the IoT data,
achieving an average F1 score of less than 0.5. Better results for detecting the
manufacturing activities are achieved in [17]. However, this approach relies on
manual adjustment, and it is not able to handle variations in the IoT data.

Table 2. Performance Metrics for all Distinct Detected Activities.

Activity (Station) Accuracy | Precision | Recall | F1 Score
Transport to sink (VGR) 0.988 0.991 0.800 0.883
Calibrate VGR (VGR) 0.856 0.723 0.507 0.598
Transport to oven (VGR) 0.992 0.947 0.935 0.941
Sort (SM) 0.922 0.421 1.0 0.592
Mill (MM) 0.981 0.761 1.0 0.864
Burn (OV) 1.0 1.0 1.0 1.0
Transport to DPS (VGR) 0.991 0.977 0.915 0.945
Store (HBW) 0.980 1.0 0.757 0.861
Unload (HBW) 0.983 1.0 0.714 0.833
Get Workpiece from DPS (VGR) 0.983 0.898 0.884 0.891
WT Transport (WT) 1.0 1.0 1.0 1.0
Calibrate HBW (HBW) 0.902 0.585 0.693 0.635
Average 0.965 0.859 0.850 0.837

For production stations that are capable of executing only one type of ac-
tivity (MM, OV, WT) the metrics are especially good. A notable difference is
the Sort activity executed by the Sorting Machine (SM). The sorting activity
shows variations in the associated IoT data (cf. Sect. as it involves different
light barrier sensors and valves to sort a workpiece according to its color. One
activity signature as case for this activity is not sufficient here. We expect that
multiple signatures and thus cases for the different sorting behavior will improve
the detection quality. The VGR is a central component for transportation, which
executes different types of activities that are mostly distinguished by the start
and end position parameters of the crane (cf. Sect. . The distinction of the
individual activities here is more difficult and results in slightly decreased per-
formance. Similar results can be observed with the store and unload activities
in the HBW station. They show similar behavior in the IoT data, which may
lead to ambiguities in the detections [14]. In the case of the HBW, an additional
sensor indicating if the container that is being retrieved and then stored is full
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or empty would already suffice to make the detection more accurate. Finally, the
calibrate activities executed by HBW and VGR show rather poor performance
of the activity detection, as these are very short and show movement patterns
in the IoT data that are also part of activity types executed by the two stations.

Overall, the metrics seem acceptable for the detection of automated activities
in the small-scale production setting. The investigations of activities in real-world
production settings and domains with less automated, more manual activities
(e.g., smart healthcare) that are often characterized by stronger variations in the
IoT data, are subject to future work. With our proposed data flow architecture,
we can support the data analyst with selecting a suitable prototype signature for
activities to be detected based on IoT data. The TCBR-based approach provides
feedback about the detection qualities for a specific type of activity given a
signature selected by the data analyst. Apart from handling variations quite
well, the approach is also able to identify potential quality issues in the detection
which might indicate the need of adjusting an activity signature, providing more
signatures for an activity, or adding new sensors. Ultimately, the data analyst
has to decide about an acceptable activity detection quality based on given
use cases and requirements. When the quality is acceptable, the signature can
be used as basis for the automatic implementation of a light-weight detection
service as described in [38], removing the need of any heavy-weight PAIS to
monitor activity executions. In this work, we assume that the unknown IoT data
is already segmented, and the task is to classify these segments according to the
activity executions. The investigation of using TCBR to also segment the data
based on the activity signatures is subject to future work. The execution times
of the retrieval for the size of the case based specified above seem reasonably fast
to move the activity detection also to online detection settings where streams of
IoT data are being analyzed at runtime in edge computing scenarios [36].

6 Conclusion and Future Work

This paper proposes a novel architecture for detecting process activity executions
based on low-level IoT sensor data, which requires an event abstraction step to
lift this time series data to the process level. For this purpose, TCBR is applied
as a methodology to support data analysts in selecting suitable prototypes of ac-
tivity executions together with the corresponding IoT data as cases. These cases
are then used to detect similar occurrences of the activity executions in unknown
IoT data. The proposed architecture is evaluated using a prototype implementa-
tion with smart factory data. The evaluation suggests that the approach works
very well, even in the presence of variations in the IoT data, which related ap-
proaches do not address. In contrast to related work, our proposed solution is
rather light-weight, works already with a small number of cases, and successfully
applies CBR to time series data from IoT systems as a novel application domain.

In future work, we will investigate an extension of the approach and ar-
chitecture with the support for parallel activity executions and a segmentation
component. In its current form, the architecture also supports streaming of IoT
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data in real time [41]. The segmentation component will recognize when a new
activity starts and an existing one ends. This allows the sensor data to be con-
verted into queries and classified using the TCBR approach. Such a segmentation
component can be investigated on a case-based basis, but can also be realized
using other methods (e.g., [23]). The pipeline can also be evaluated on this basis
for real-time applications in IoT. Furthermore, an explanation component will
be examined, with the help of which data analysts are shown transparently how
the similarity between the query and the case containing the signature comes
about. We will also investigate the integration of additional semantic informa-
tion about dependencies between time series in the cases and the extent to which
this contributes to the optimization of the similarity value.
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