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Abstract. Software architecture plays an important role in the devel-
opment of modern, complex software systems as it influences a system’s
quality attributes and ability to grow with future demand. Designing
the software architecture of cyber-physical systems (CPS) becomes even
more challenging due to their capability of directly influencing the phys-
ical world and thus introducing new non-functional requirements related
to fault-tolerance, safety, and resource scarcity. Existing research focuses
on systems engineering to achieve the vertical integration of CPS with
an organization’s information systems and processes, but not on soft-
ware architecture to horizontally extend existing systems with new CPS.
In this report we describe the process of revising an existing monolithic
software architecture for a smart factory towards a microservices-based
architecture to meet these new requirements and prepare the factory to
be extended with new CPS. For the revision of the existing architec-
ture, we provide an analysis of its code base before and after changes,
a description of the refactoring process, and discuss relevant new non-
functional requirements and architecture options. We elaborate on the
architectural decisions favoring microservices and analyze the new archi-
tecture regarding improved quality attributes to evaluate the system.

Keywords: Cyber-physical Systems · Software Architecture · Internet
of Things · Microservices · Industry 4.0.

1 Introduction

The architecture of a complex software system has a significant influence on its
quality attributes and on the feasibility of extending it with new components and
functionality in the future [7]. Decisions related to software architecture have a
strong impact on the software system and are challenging to revise later [30],
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which is why they are based on extensive trade-off discussions by software archi-
tects [26]. Software architecture has also become of increasing importance when
developing systems that influence and are influenced by the physical world–
Cyber-physical Systems (CPS) [16]. Typical systems engineering approaches dis-
cuss the vertical integration of compounds of sensors and actuators forming CPS
(e.g., production machines) with a company’s information systems (e.g., based on
the ANSI/ISA-95 pyramid [25]). However, these CPS become increasingly com-
plex and the horizontal integration of CPS [42] requires deeper investigation of
software architectural aspects. Here, CPS might introduce novel non-functional
requirements (NFRs), e.g., related to safety, energy consumption, connectivity,
or constraint resources, which are usually not considered when deciding about
software architectures in purely digital software systems [30]. On the other hand,
common NFRs, e.g., related to performance and elasticity, might not be relevant
in CPS as computing resources are constraint. Nevertheless, the CPS software
architecture should enable all components to flexibly interact with each other
while fulfilling functional and non-functional requirements.

In this paper, we report our experience with revising the software architecture
of a model factory as a typical CPS. Starting from a monolithic software system
controlling the factory that has originally been developed as a proof-of-concept
prototype with focus on vertical integration [34,21,22], we present an analysis
of its architecture and code base [6], our experience working with it, and new
non-functional requirements. Then, we will discuss breaking down the mono-
lithic architecture into a microservices-based architecture to address the new
NFRs. For these changes we elaborate on the architectural decision forces and
decisions related to the architectural styles and service sizes, including their im-
plementation, communication, and orchestration. These developments are driven
by requirements from Industry 4.0 [11] with the goal of achieving more flexible
production scenarios that exhibit high fault-tolerance, extensibility, and main-
tainability while also considering resource constraints and safety [25].

The paper is structured as follows: We elaborate on experiences with the
existing smart factory architecture and problems we have identified in Section 2.
Here we also identify new requirements as objectives of a solution in a first
design science cycle [28] to improve the operation of the smart factory system.
In Section 3 we build and develop a revised version of the software architecture as
the main artifact to serve as basis for an extension of the CPS. We evaluate and
demonstrate this solution in Section 4. Section 5 presents related work. Section 6
concludes the paper and shows potential future work.

2 Existing Smart Factory Software Architecture

2.1 Software and Hardware Components

We use a smart factory model with components provided by Fischertechnik as
basic hardware platform for our Business Process Management (BPM) related
research [22,34,20,21]. The smart factory simulates a production line that con-
sists of 6 production stations, each representing a different capability that can
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be executed in a production process (e.g., burning, milling, or transportation). A
production station is managed by an embedded controller that executes low-level
commands to control connected sensors and actuators. These commands are sent
from a self-developed, monolithic control software running on a dedicated com-
puter. The software architecture of this software system is technically layered
with one Web Service (cf. Fig. 1) exposing the capabilities of all production
stations as REST resources [34,22,21]. The encapsulation of the low-level com-
mands as high-level capabilities that view each production station as an entity
is achieved via an object-oriented Domain Model (cf. Fig. 1) following domain-
driven design [4]. As depicted in Fig. 1, we use a Workflow Management System
(WfMS) as an orchestrator of the production that facilitates the modeling of
processes in BPMN 2.0 [27], their automation, adaptation [20], and mining [34].
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Fig. 1. Original architecture of smart factory control software.

2.2 Architectural Decisions

The decisions regarding the design and implementation of the smart factory con-
trol system have mostly been driven by functional requirements to control the
production line for BPM-based research, and focused on the vertical integration
of all hardware components from sensors to services [25] in a proof-of-concept
prototype. The goal was to encapsulate the sensors and actuators belonging
to the production stations at a reasonable level of abstraction and to provide
service-based access to this high-level functionality [34]. NFRs related to agility,
elasticity, or scalability did not play an essential role as the operation of the smart
factory is limited by the physical resources (i.e., sensors, actuators, materials)
available to execute requests and activities in the production processes [34,21].
A detailed description of the existing software system and driving functional
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requirements can be found in [34] and [21]. We decided to base the initial imple-
mentation of the smart factory control system on a monolithic service-based
architecture for the following reasons (NFRs) [30]:

– Costs of Prototype: To serve as basis for several research projects [22], we
aimed to have a quick and relatively low-cost proof-of-concept implemen-
tation of the smart factory control system. Priorities here were not on the
software architecture, but on the prototypical implementation to have a basis
for advanced research on flexible and adaptive processes in CPS [20,19].

– Simplicity : We aimed for a rather simple solution to achieve a quick imple-
mentation of the factory control system that is relatively easy to maintain.

– Functionality : The functionality of the individual stations is not too complex.
Each station usually offers 1 to 3 different types of capabilities [34,21].

– Configurability and Deployability : The control software should be easy to
configure, to deploy, and to run on a standard desktop computer.

2.3 Experience and New Requirements

We informally collected anecdotal experience from three research groups work-
ing with the monolithic implementation of the smart factory control system.
All agree that the low operational costs and easy deployability of the monolithic
architecture lead to a positive experience when using the software system to con-
trol the smart factory. In normal operation mode, a high degree of fulfillment of
the functional requirements related to the production stations can be observed.
However, over time all groups identified new NFRs related to fault-tolerance, re-
coverability, and extensibility [32] that are not fulfilled by the system. Moreover,
all groups experienced an increased complexity of debugging and maintaining
the software system, in particular during experimental evaluations [20,19,34].
New requirements originated from the interactions of the system with the physi-
cal world and the rather unreliable hardware/software components of the smart
factory model, which often lead to exceptions, unexpected behavior, and network
disconnects of its embedded controllers [20]. Furthermore, the smart factory con-
trol system is intended to serve as basis for our BPM-related research [22,13],
which entails extending its functionality and features to fulfill new requirements
from the implementation of research prototypes on a regular basis. Here, the
software system does not perform well either. The non-functional characteristics
that became more prominent include:

– Fault-tolerance: The operations of the smart factory are frequently inter-
rupted by unexpected events at the physical production stations or by errors
within the embedded controllers (e.g., loss of network connection) and soft-
ware. These errors regularly lead to the entire system not working properly
anymore and thus, to reduced availability and need for human interventions.

– Recoverability: Although errors typically relate to only one production sta-
tion or one hardware component, the entire control system has to be stopped
and restarted to recover from the errors, which leads to unnecessary down-
times for all stations. Recoverability of the system is low.
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– Extensibility and Maintainability: The smart factory will be extended with
additional CPS (robots) to simulate more complex production scenarios [32].
However, the extensibility of the existing software system is rather low as
adding new devices and functionality requires many changes in the existing
code base. This symptom also leads to low maintainability of the software
system as fixing errors, modifying code, and adding new features often result
in performing many changes that may also break the system [12,23].

These insights motivate us to investigate the following two research questions:

RQ1 What are reasons for a CPS software system to show symptoms of poor
fault-tolerance, recoverability, extensibility and maintainability?
RQ2 How does the architecture of a CPS software system need to be designed
to address these non-functional requirements?

2.4 Code Analysis of the CPS Software System

In Section 2.3 we already provided indications to answer RQ1 related to the
smart factory’s hardware. Learning factories offer a suitable, low-cost playground
for CPS and BPM research as discussed in [22]. However, the hardware compo-
nents are less reliable than in real production settings, and the hardware-software
controllers (PLCs) do not implement any safety or fault-tolerance mechanisms.
Thus, issues related to hardware have to be addressed by the software system
controlling the smart factory. To further investigate RQ1, we performed a static
code analysis of the Python-based code base of the existing factory control sys-
tem4 using Sonargraph Architect5. Our main focus here was on code entangle-
ment, dependency cycles, large files/classes, complexity, and code duplication, as
issues in any one of these may lead to the symptoms described in Section 2.3 [2].

A summary of the analysis results is shown in Fig. 2 (left); a simplified depen-
dency graph comprising all Python files organized in packages in Fig. 2 (right).
Even though the complexity of individual classes, methods, and code fragments
is low, a relatively high percentage of code is entangled, indicating a rather
rigid software design [23] and technical debt resulting from the quick prototype
implementations, which lead to a high effort in maintainability and low extensi-
bility. The same holds for the identified code redundancy indicating issues in the
object-oriented design. However, almost no cyclic dependencies exist, which is a
good sign of clean architecture. The main issue influencing fault-tolerance and
recoverability is related to the implementation of the web service on top of the
domain model (cf. Fig. 1) and the single class initializing the entire functionality
of the domain model (file: init factory.py). While the rest of the domain is
already structured into individual, functionally cohesive modules per production
station, the web service (file: app.py) contains all REST end points and logic
to call the methods of all classes in the domain model. This one file with >1.3k

4 https://github.com/ics-unisg/smart-factory-monolith
5 https://www.hello2morrow.com/products/sonargraph/architect9

https://github.com/ics-unisg/smart-factory-monolith
https://www.hello2morrow.com/products/sonargraph/architect9
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Fig. 2. Code analysis of existing smart factory control software.

lines of code (LoC) and the initializer class make the software system a monolith–
violating the single-responsibility principle [23], among others–and impose the
rather poor performance regarding fault-tolerance and recoverability on it [30].
As indicated in Section 2.3, an issue with the hardware of one production station
(e.g., loss of network connection to a controller) requires a restart of the entire
software system to recover from the error. With these insights, we can confirm in
response to RQ1 that a monolithic architecture and the identified issues (smells)
in the code base lead to a decrease of fault-tolerance, recoverability, extensibility
and maintainability, also for software systems controlling CPS [36,7].

3 Revision of the Smart Factory Architecture

The new non-functional characteristics discussed in Section 2.3 became the driv-
ing forces influencing the operation of the existing software system. To prevent
the accumulation of more technical debt and architecture erosion with future
extensions [7], and to improve the fulfillment of the new NFRs (cf. RQ2), we
decided to redesign and refactor the software system. Thereby, the fulfillment of
the functional requirements (cf. Section 2.1) should not be affected.

3.1 Architecture Options

The new NFRs (cf. Section 2.3) motivated the revision of the monolithic soft-
ware system controlling the smart factory. Based on these new driving forces we
evaluated typical software architectural styles summarized by Richards and Ford
in [30] regarding their suitability. In addition to the NFRs, the authors discuss
the type of partitioning of an architectural style–technical partitioning or do-
main partitioning–and the number of possible standalone software components
(Architectural Quanta) the specific style might lead to (one or many) [30].
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With maintainability, fault-tolerance, and extensibility being among the main
driving forces, we decided that the main strategy of revising the architecture and
implementation is to focus on decoupling of components. Thus, we discarded all
options that involve monolithic styles resulting in only one architectural quantum
(e.g., layered architecture, modular monoliths, microkernel architectures, and
service-oriented architectures) as these are likely to not improve fault-tolerance
and availability [30]. The software system controlling the production stations of
the factory does not require a sophisticated database infrastructure or shared
access to data from the stations [3]. For this reason, we discarded the options
of service-based and space-based architectures as non-monolithic architectural
styles. Finally, we decided that a microservices architecture is the best fit
regarding fault-tolerance and extensibility as driving forces addressing RQ2 [30].

3.2 Architecture Decisions and Implementation

As discussed, we found the best trade-offs in a microservices architecture [30].
While keeping the functionality intact, the main question regarding the redesign
concerns the integrators and disintegrators that determine the size of one mi-
croservice, i.e., how the monolith should be split up. Typical integrators and
disintegrators in digital services include different levels of: 1) performance and
throughput, 2) code volatility, 3) data security, and 4) transactional boundaries
in specific parts of a software system [30]. If parts of a system show similar charac-
teristics regarding one or more of these aspects, then they might be put together
(integrated) in one service. If they exhibit different characteristics, then these
parts are likely to be disintegrated into different services. However, the afore-
mentioned four aspects do not apply in the given CPS setting. In addition to
the new NFRs (cf. Section 2.3), we determined the following aspects to influence
the decisions about the size of a microservice in the smart factory:

– Functionality : Despite the low amount of functionality associated with each
production station (cf. Section 2.1), the one web service controlling the fac-
tory depicted in Fig. 1 implements in total 15+ resources that expose the
high-level functionality of all stations [34]. As stated in Section 2.4, this is a
sign of low functional cohesion [23]. We see a need for smaller web services.

– Physical setup: The physical layout and configuration of the production line
naturally groups all sensors and actuators belonging to one production sta-
tion (or production cell). These sensors and actuators are wired to the em-
bedded controllers on a per-production-station basis (cf. Fig. 1), i.e., one
embedded controller is responsible for one production station.

Service Sizes: The physical setup as a novel aspect influencing architectural de-
cisions in CPS became the main force to decide about the service granularities.
The physical grouping of components related to one embedded controller and
thus to one production station–one responsibility–is a natural disintegrator and
fits well to the size of one microservice [3]. In addition, we often encounter issues
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Fig. 3. Revised microservices (MS)-based architecture of the smart factory system.

in the factory’s operation on the level of individual controllers, which supports
this service granularity as it isolates failures on the level of a production station.
The decision of having one microservice per production station partitions the
architecture related to the domain functionality and capabilities of individual
production stations, i.e., we will have a bounded context per station (subdo-
main [3]) and thus a higher functional cohesion per service [4].

Refactoring: The implementation of this new architectural style based on the re-
sults from the static code analysis of the original system [6] was straightforward
as the domain core of the existing monolithic system was already structured
based on the different production stations (cf. Section 2.4). With the original
source code and additional metadata (e.g., architectural diagrams) available,
we were able to follow the decomposition process described in [6]. In the object-
oriented domain model, there was one class per type and instance of a production
station [34,21], which contained the low-level logic to control the station’s sen-
sors and actuators via the respective embedded controller. The monolithic web
service on top of the domain core also grouped the resources based on the pro-
duction stations [34,21]. Therefore, it was relatively easy to refactor the monolith
and to extract the relevant logic and service implementations into individual mi-
croservices. The main refactoring that needed to be done was splitting up the
web service (file: app.py) and factory initializer class (file: init factory.py)
based on the individual production stations. As we were not using a sophisti-
cated database infrastructure to persist data, decomposing the software system
into microservices was straightforward [3]. Fig. 3 shows the resulting new archi-
tecture. The interactions of the microservices as part of the production processes
are still orchestrated by one WfMS [34]. In our setup, all 6 microservices are de-



Revision of a Smart Factory Software Architecture 9

ployed to and running in a container-based Docker environment on a desktop
computer, which is connected to the embedded controllers via Ethernet.

3.3 Code Analysis of the Microservices-based System

Similar to the code analysis for the existing system described in Section 2.4,
we analyzed the code base6 of the revised, microservices-based smart factory
control system using Sonargraph, considering code entanglement, dependency
cycles, large files/classes, complexity, and code duplication.

Fig. 4. Code analysis of revised smart factory control software.

A summary of the analysis results can be seen in Fig. 4 (left). A simplified
dependency graph showing all microservices in dedicated modules and exem-
plary Python files is depicted in Fig. 4 (right). Here we see that the code has
been reorganized from a more object-oriented structure into domain-partitioned
modules (e.g., hbw, sm, vgr, etc.) each representing a microservice for one pro-
duction station. The redesign and refactoring show a major improvement and
reduction regarding code entanglement and code in large files. We achieved this
through decomposition, reorganizing the code, and splitting up the web service
implementation into the individual microservices. However, we also observe an
increase in code redundancy, which is often encountered when migrating from
an object-oriented monolith to microservices [5]. In our implementation, each
production station has common functionality and attributes implemented in a
base class that is then specialized by the production station. When migrating
to microservices, we decided to replicate this base class for each microservice,
which led to an increase of the code base by 44% and duplicated code by 20%.

6 https://github.com/ics-unisg/smart-factory-microservices

https://github.com/ics-unisg/smart-factory-microservices
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Several strategies exist to deal with shared code (e.g., shared libraries, shared
services, sidecar pattern [5]). In our revised implementation, we decided to use
code replication as we do not expect many future changes to the base class [5].

4 Evaluation and Discussion

By investigating RQ1 based on the analysis of the original code base and archi-
tecture in Section 2.4, we identified various issues in the design and code of the
monolithic system that led to a poor performance when fulfilling the new NFRs
fault-tolerance, recoverability, extensibility, and maintainability discussed in Sec-
tion 2.3. In this section we evaluate the effects of the revised, microservices-based
architecture on these NFRs based on a qualitative discussion to answer RQ2.
These discussions partially refer to the results of analyzing both versions of the
software system using Sonargraph. The detailed metrics are contained in the
repositories provided for the monolith and microservices-based implementation.

4.1 Maintainability

Maintainability improved due to the microservices being less complex regarding
their functionality and implementation [15]. A stricter adherence to the single
responsibility principle led to smaller microservices with individual sizes between
871 and 2175 LoC (compared to a total of 3778 LoC for the monolith) and
cleaner implementations with higher functional cohesion, less coupling, and less
dependencies. The average component dependency ACD [2] decreased from 3.71
to 1.55; the propagation cost metric according to MacCormack et al. [2] strongly
decreased from 17.69 to 3.88; and the cumulative structural debt index for the
system decreased from 11 to 0 [2]–all indications of a cleaner implementation and
improved structure [23]. Thus, we can assume that the individual microservices
are easier to maintain and to debug [2]. Bugs can be more easily located and
associated with a specific microservice as there is higher functional cohesion and
less source code inside one service [12]. However, in Section 3.3 we have also
identified an increase in code redundancy due to a common base class being
reused in all microservices, which increased the Average Complexity (based on
McCabe’s cyclomatic complexity) [2] of the entire system from 1.36 to 1.59.
In general, replicated code leads to an increase in maintainability of a software
system as all changes at one location need to be tracked and consistently changed
across all copies, often requiring code versioning [5]. In our implementation, we
assume the implementation of the base class to be stable and barely changing–
circumstances where replicated code is acceptable in a microservices context [5].

4.2 Fault-tolerance and Recoverability

The NFRs fault-tolerance and recoverability became the most important driv-
ing forces when working with the smart factory system. Among many sources,
Richards and Ford attribute an improved fault-tolerance and recoverability to



Revision of a Smart Factory Software Architecture 11

a microservice-based architecture compared to monolithic approaches [30]. We
can confirm this observation in our CPS context as decomposing the monolithic
architecture into per-production-station microservices increased fault-tolerance
and recoverability. By focusing on the decoupling of components, we were able
to confine potential errors to the scope of a production station. Hence, hardware
errors (e.g., related to the connectivity of a production station’s controller) do
not affect other stations or services. We can easily resolve issues at the gran-
ularity of a production station and recover the failed component by restart-
ing the corresponding controller and microservice to restore normal operations.
The application of techniques from fault-tolerant programming may further im-
prove the system’s tolerance against software errors. Our focus was on addressing
hardware-related issues as primary source for interruptions of the smart factory.

The deployment and operation of the now 6 microservices has become more
complex. However, the platform used for running the containerized microservices
greatly reduces this complexity as all containers can be started at once and re-
deployed and restarted individually to recover from errors [8], without adding
significant overhead to the computer’s resource consumption [37]. So far, our ex-
perience working with the revised software system, especially for experimental
settings, confirms an increased fault-tolerance, better recoverability, and thus a
higher overall availability of the production system. Nevertheless, a higher num-
ber of involved (micro)services also means an increase of network communication
among the services, which may result in higher latency and communication is-
sues [1]. These aspects do not play a significant role in our setup with all services
running in the same local, container-based environment. A more systematic anal-
ysis of the software system’s availability, ability to recover from errors, and need
for human interventions remains subject to future work.

4.3 Extensibility

One of the main goals of this work was to prepare the smart factory software sys-
tem for an extension with additional CPS. As acknowledged in literature [30], a
microservice-based architecture exhibits a better extensibility than a monolithic
system, which motivated us to revise the existing software architecture. The re-
sults of analyzing the revised implementation (cf. Sections 3.3 and 4.1) show a
decrease in dependencies, coupling, and code entanglement, which are indications
of improved extensibility. Adding new microservices to the software system is fa-
cilitated due to the lower coupling and no shared code and dependencies between
services. A new Fischertechnik-based production station of known type can be
added non-invasively to the production line by simply instantiating a second con-
tainer for the respective microservice with a slightly different configuration (e.g.,
IP address). A new production station of unknown type can be added based on a
new microservice where the common base class is reused and extended with the
machine specific implementation. We have successfully extended the implemen-
tation and instantiated the containers for a different smart factory configuration
with multiple instances of Fischertechnik-based machines [21].
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Fig. 5. Extended smart manufacturing setup with new CPS.

To further demonstrate the extensibility, we added four robots–two mobile
robots of type TurtleBot 4 Pro and two robotic grippers arms of type Dobot
Magician–to the existing CPS (cf. Fig. 5). As the microservices-based style of the
CPS dictates the software architecture, it has been straightforward to integrate
the control systems for the robots into the overall CPS, also in a (micro)service-
based manner with dedicated services for each robot. Putting these systems
together with one or more of the existing microservices of the smart factory
would have led to a more monolithic approach negatively impacting the quality
attributes. The two robotic gripper arms have been integrated in a service-based
manner, sharing a common instance of ROS2 [18] to control both robots and
expose their capabilities via web services. The shared ROS2 instance is suitable
because of the close physical proximity of both robots and the need to save
resources on the available computer running the ROS2 instance. The two mobile
robots are regarded as standalone microservices, which are each controlled by
a dedicated ROS2 instance on a Raspberry Pi 4. The main driver for having
one microservice per robot was to enable both robots to operate autonomously
from any other software service and thus not to rely on a constant network
connection [33]. Adding the robots in this (micro)service-based way did not
require any modifications to the existing microservices-based software system
controlling the smart factory, and it allows us to orchestrate all services of all
components uniformly based on REST using a WfMS. In our setup, additional
communication among all services is facilitated by using a messaging and stream
processing system [34]. Table 1 summarizes all decision forces and decisions we
took when revising the smart factory system and adding the robots to the CPS.

4.4 Research Questions and Limitations

With answering RQ1 in Section 2.4, we identified in our case study the mono-
lithic style and issues in the software design and code base related to code en-
tanglement, high coupling and low cohesion, as the main reasons for the exist-
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Table 1. Summary of architectural decisions in the extended CPS.

CPS
Architectural

Style
Service
Size

Decision Forces

Smart Factory Microservices
1 production

station

Physical setup,
fault-tolerance, extensibility,

functionality

Robotic
Gripper Arms

Service-based 1 robot
Physical setup,

computing resources,
fault-tolerance

Mobile
Service Robots

Microservices 1 robot
Autonomy, energy consumption,

connectivity, fault-tolerance

ing CPS software system to perform rather poorly regarding the NFRs fault-
tolerance, recoverability, extensibility, and maintainability [36]. The results of
discussing these NFRs after revising the existing monolithic software system to
a microservices-based architecture indicate an improvement of all these NFRs.
Thus, as an answer to RQ2, we suggest to focus on decoupling monolithic CPS
control systems towards more individual standalone components, preferably mi-
croservices the size of a production station or production cell, to improve fault-
tolerance, recoverability, extensibility, and maintainability.

As a limitation we acknowledge that we work with a small-scale learning
factory [22], which does not have any hard real-time and safety constraints,
and which allows us to interface with the embedded controllers using high-level
programming languages from desktop computers. Assuming that these kinds of
open interfaces and full control of the hardware exist in a real industrial produc-
tion environment might not be completely realistic, but with machine interfaces
becoming more accessible and standardized (e.g., based on the Asset Adminis-
tration Shell [32]) we can observe a trend towards more openness and interoper-
ability in the future. The learning factories serve as bridges between completely
simulated, virtual environments and real-life production settings. They can be
used to educate shop floor personnel and to conduct sophisticated low-cost and
low-effort research of CPS and BPM in more realistic settings [22]. Therefore, we
deem the insights of this work to be also relevant more generally in CPS as exist-
ing CPS software systems are usually structured in a more monolithic way and
also exhibit typical software design flaws and code smells [36], which negatively
impact the quality attributes of the software systems. We hypothesize that our
proposal of moving towards more decoupled service-based architectures, where
the physical setup of the individual CPS components has a strong influence
on the service granularities, can be generally applied to improve non-functional
characteristics of distributed CPS. Moreover, we observe an increasing number
of research groups using a variant of the learning factory as basis for their re-
search in BPM, CPS/IoT, software engineering, and automation. The insights
and artifacts presented in this experience report might facilitate their setup of
the factory based on our proposed microservices-based software architecture.
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5 Related Work

Literature surveys on using microservices-based software architectures in the
context of IoT can be found in [35] and [29]. In [35] the authors discuss about
NFRs relevant in IoT and they provide pointers to different approaches that
discuss solutions to fulfill these NFRs.

In [15] the authors highlight the flexibility and versatility of using microser-
vices to implement small features bounded within processes in IoT, in contrast to
heavy weight inflexible monoliths. A microservice architecture for the industrial
IoT (IIoT) is presented by Dobaj et al. in [3]. The authors discuss different types
of design patterns for IIoT and relevant decision forces such as dependability,
performance, and flexibility. Based on these, a layered microservices-based ar-
chitecture and the application of the design patterns to address the IIoT-related
NFRs is presented. Among others, the aspects of decomposition into subdo-
mains and shared data access in the microservices architecture are discussed,
which are well aligned with the decisions and discussions we have presented
in our approach. The design of a microservice architecture for a smart city IoT
platform that organizes the microservices around business capabilities, similar to
the production stations representing the capabilities of the smart factory, is pre-
sented in [14]. Deciding about the granularity of individual microservices based
on business capabilities is also a common strategy in purely digital, non-CPS
systems as pointed out by the authors in [8] discussing their move from mono-
liths to microservices. NFRs around architectures for IIoT are discussed in [39].
Besides high availability, extensibility, and interoperability, which are discussed
in our work, too, the authors emphasize real-time operations and cyber-security
as critical aspects in IIoT. We agree that these are highly relevant in real-world
deployments, but we found them less significant for the smart factory model
used in our laboratory environment. We skipped these non-functional aspects
due to their complexity and refer to the discussions in [39].

A literature study on the migration of monoliths to microservices is presented
in [1]. In addition, the authors provide a case study on how to benchmark the mi-
gration by comparing the performance and consumption of computing resources
of the system before and after migration. This study can be very helpful for our
future work to conduct a more quantitative analysis of our proposed revision of
the existing CPS software architecture. The aspect of migrating existing software
architectures in CPS towards microservices is discussed in [17] and [31]. Sarkar
et al. showcase their migration of a complex monolith controlling an industry
automation system to containerized microservices [31]. Among others, they are
faced with strong couplings between components, which increases the difficulty
of breaking down the monolith. Liu et al. present migration strategies that con-
sider economic factors to reduce downtimes and costs when moving an active
production line to microservices [17], which is only partially relevant in our lab-
oratory environment. In [24], the authors discuss the migration of a software
system for autonomous UAV-based infrastructure inspection from monolith to
microservices. They nicely show the benefits of microservices for scalable data
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processing in their work, which will become relevant for our smart factory once
we put a stronger focus on processing of the data emitted from the factory.

Several works discuss the design of specific IoT architectures in smart pro-
duction [38,10,41], which also address the aspect of integrating different types
of robots based on ROS [38]. All approaches follow service-based architectures
that feature messaging systems for loosely coupled interactions, similar to our
proposed architecture. Furthermore, various works discuss the use of workflow
engines, as we do, to orchestrate processes [38] and (micro)services [40].

From the discussion of related work we can conclude that we identified and
addressed NFRs with high relevance for IIoT and CPS in our work. The method-
ological approach, decision forces, and architectural decisions we took when
breaking down the smart factory monolith into microservices and extending it
with robots are well aligned with existing literature. Moreover, we can confirm
that containerization of microservices, messaging systems for communication,
and WfMS for orchestration of processes are suitable means for creating flexible
and extensible software architectures that promote high fault-tolerance, auton-
omy, and loose coupling in complex software systems controlling CPS.

6 Summary and Future Work

In this work we discussed the case of revising an existing monolithic software
architecture for a smart factory control system towards a microservices-based ar-
chitecture. The original design and implementation of the monolith was driven
by functional requirements and the goal to have a quick, low-cost implemen-
tation of a prototype to serve as basis for more advanced research. However,
the experience from working with this prototype led to the emergence of new
non-functional requirements (NFRs) related to fault-tolerance, recoverability,
maintainability and extensibility, which became the main driving forces to de-
compose the monolith into microservices as it did not fulfill these new NFRs
sufficiently. We analyzed the monolith and its code base to identify the reasons
for not fulfilling these new NFRs. A discussion of architectural options and ways
to mitigate identified flaws in the software design and code base led us to focus on
decoupling of the monolithic system’s components and breaking the system down
into microservices. The physical grouping of sensors and actuators belonging to
one production station that is managed by one embedded controller became a
natural fit to dictate the size of one microservice representing the station’s busi-
ness capabilities. An analysis of the new system’s design and code base showed
improvements regarding maintainability, coupling, and cohesion of components.
The characteristics of the new microservices-based architecture confirm an im-
proved fault-tolerance, recoverability, and extensibility, which we demonstrated
by non-invasively adding new robots controlled by (micro)services to the exist-
ing CPS software architecture. All microservices are orchestrated by a workflow
management system enabling advanced research on BPM and IoT [9].

In future work we plan to adapt the implementation of the individual mi-
croservices to be compatible with the asset administration shell to improve ex-
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tensibility and interoperability with other systems [32]. Furthermore, we will
conduct a more systematic quantitative evaluation of the CPS where we will
compare different architectural decisions and their impact on NFRs and resource
consumption. In this context, we plan to develop a formal model based on [26]
and a case base of experiences regarding architectural decisions in CPS to doc-
ument their impact on NFRs and provide guidance to software architects.
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