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Abstract
Large language models (LLMs) can be a valuable resource for gen-
erating texts and performing various instruction-based tasks. In
this paper, we explored the use of LLMs, particularly for generat-
ing feedback for students in higher education. More precisely, we
conducted an experiment to examine students’ perceptions regard-
ing LLM-generated feedback. This has the overall aim of assisting
teachers in the feedback creation process. First, we examine the
different student perceptions regarding the feedback that students
got without being aware of whether it was created by their teacher
or an LLM. Our results reveal that the feedback source has not im-
pacted how it was perceived by the students, except in cases where
repetitive content has been generated, which is a known limitation
of LLMs. Second, students have been asked to identify whether the
feedback comes from an LLM or the teacher. The results demon-
strate, that students were unable to identify the feedback source. A
small subset of indicators has been identified, that clearly revealed
from whom the feedback comes from. Third, student perceptions
are analyzed while knowing that feedback has been auto-generated.
This examination indicates that generated feedback is likely to be
met with resistance. It contradicts the findings of the first examina-
tion. This emphasizes the need of a teacher-in-the-loop approach
when employing auto-generated feedback in higher education.
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1 Introduction
Learning represents the primary goal of any educational endeavor.
Without delving into the numerous attempts to define the term
"learning," it can certainly be stated in a general sense that learning
involves acquiring new abilities, skills, and knowledge and occurs
in various life contexts. So, feedback can be seen as ”a ’consequence’
of performance”[21] and therefore as a fundamental element of any
learning process: For instance, young children touch a hot stove
and receive biological feedback in the form of pain, which usually
leads quite quickly to a learning outcome: The stove is hot, and hot
hurts. Nevertheless, the concept of feedback has surprisingly only
been present in educational discourses for some decades and has
thus only recently become a focus of empirical educational research
[11]. In this regard, feedback, especially in verbal form, proves to
be extremely effective: Verbal feedback enhances learners’ perfor-
mance more than grades or graded comments alone [29]. While
grades suggest the end of the learning process, feedback empha-
sizes the ongoing learning process [19]. In this context, feedback
is understood as “a process through which learners make sense of
information from various sources and use it to enhance their work
or learning strategies” [4]. According to Hattie [19, 20], feedback
is an essential element that can improve learning and teaching.
It can communicate the gap between the learning goals leading
teachers expectations, and learner skills. This can be referred to
corrective feedback, where especially mistakes or misconceptions
are communicated [30]. In general, feedback can be related to the
task, or process level, to learners self-regulation, and one’s self [66].
Feedback can positively impact the student achievement [21].

However, for this to be effective, the recipient of the feedback
needs a certain level of feedback literacy. According to Carless and
Boud, learners with good feedback literacy are able to appreciate
feedback processes and their role within them, make their own
judgments, and process the emotional consequences of feedback,
all with the central goal of translating received feedback into con-
crete actions [4]. To develop this form of feedback literacy, learners
require numerous active and passive feedback situations, as well
as educators who are trained in the forms, functions, and impacts
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of feedback. Given the proven effects of feedback on learning out-
comes [19], this underscores the necessity of increasingly focusing
on feedback literacy in teacher education for future educators.

At the same time, such an endeavor also places a certain time
burden on teaching staff: Providing constructive feedback that pro-
motes learning and offering it in a sustainablemanner often requires
more time than simply assigning a grade [3]. The efficacy of feed-
back generated under temporal constraints in fostering optimal
learning outcomes remains a topic of debate.

Observing the recent technology, large language models (LLMs)
have been arising, a promising approach that could be utilized to
assist the process of creating feedback. They can handle textual
learner submissions, for which feedback can principally be gener-
ated based on an instruction [65]. Such automatically generated
feedback is the scope of this paper, focusing on the students’ per-
spectives, especially their perceptions and feedback literacy.

2 Related Work
The number of studies utilizing LLMs in different scenarios is over-
whelming [16]. They can be found in medicine [39], education [25],
finance [31], engineering [24], and others. Subsequently, LLMs are
of interest in industry, and academia [68] due to its capabilities.
Especially LLMs assist in writing tasks, provide editing sugges-
tions, e.g. in proofreading, can summarize or translate texts, extract
key points, identify unexplored aspects, but they can also write
documents, help with problem solving, and more [25].

Access to an LLM involves using so-called prompts [65]. Such
prompts are LLM-instructions with context to conduct a (textual)
task. The process of identifying prompts that generate desired
outputs is called prompt engineering [35], or prompting [34]. Re-
searchers identified a bunch of prompts, that can be employed
for different scenarios, and different domains [65]. Nevertheless,
many tasks should be conducted cautiously due to the lack of inter-
pretability and the potential for semantically faulty LLM outputs
[15]. For example, in a study to generate tasks for language learn-
ers, an LLM has been instructed to create a text with a given set of
semantically connected words [48]. The evaluation of the results
revealed that an LLM often creates correct outputs, but sometimes,
generated texts suddenly switch the context, making them unusual,
so that they still need revision. Hence, there is still a need for a
human-in-the-loop. Furthermore, LLM outputs can be biased [41].
In general, the development of effective prompts in research relies
on an iterative process of exploratory prompt engineering, wherein
optimal formulations are discovered through a heuristic “trial and
error” approach. [50]. Then, there must be an evaluation process to
identify whether the LLM component can successfully be integrated
into a particular scenario.

In research, an LLM can be evaluated based on datasets, contain-
ing pre-defined inputs, and outputs. To name some of them: AGIEval
[69], AlpacaFarm [12], BBQ [46], BoolQ [8], Codex HumanEval [7],
GSM8K [9], HELM [32], MMLU [22], MultiPL-E [5],ToxiGen [18],
WinoGrande [51], and others. They are employed to identify how
well an LLM performs in generating known outputs and serve as
benchmarks that allow LLM comparison [6]. However, if a set of
prompts is designed that conducts a specific task, aiming to be

integrated into a concrete scenario, then an appropriate evaluation
metric must be identified to make a decision [50].

In this study, an LLM is employed to generate feedback in the
context of language education.

Prior to the advent of LLMs, researchers concentrated on devel-
oping Automatic Writing Evaluation (AWE) systems, designed to
furnish constructive feedback for open-writing assignments [57].
The implementation of such tools has been shown to significantly
influence student outcomes, particularly in language teaching [45].
Nevertheless, their application within traditional classroom settings
has thus far been limited to the provision of corrective feedback
[23], underscoring a need for more comprehensive integration.
Furthermore, a notable discrepancy exists between the erroneous
content detected by these tools and that identified by teachers,
with inter-rater reliability being a significant concern [47]. Despite
these limitations, the capabilities of LLMs remain auspicious, war-
ranting further exploration and development to fully harness their
pedagogical potential.

To successfully integrate a feedback generator into higher educa-
tion settings, its usefulness, and acceptance must be identified. The
evaluation criteria to determine whether feedback is appropriate,
leads to the students’ expectations [40]. There are different indi-
cators, on which feedback quality can be measured. According to
Nicol and Macfarlane-Dick [42], seven principles can be found that
support self-regulation in students: 1) defining good performance,
2) facilitates self-reflection, 3) information about their learning, 4)
encourage dialogue, 5) encourage positive motivation, 6) actions to
close knowledge gaps, 7) improve teaching. Subsequently, it is not
surprising that feedback should be correct and understandable so
that students can benefit from it. Depending on the purpose, and
time point when feedback is provided to learners, we distinguish
between formative, and summative feedback [13]. Formative feed-
back is provided within the learning process [54], while summative
feedback is mainly provided at the end of the learning process, e.g.
for grading [26]. Next to the time when feedback is provided, it
can be distributed via different channels. The study of Mulliner
and Tucker [40] revealed, that individual face-to-face feedback is
most effective for students, followed by individual written feed-
back, while typed, or hand-written feedback has a similar effect for
students. Also, typed feedback is the most student-preferred option.
For teachers, typed feedback is more efficient than creating hand-
written feedback [40]. Subsequently, focusing on typed feedback is
a good trade-off between effectiveness, and students’ preferences.

According to Van der Kleij et al. [63], the effect of elaborated
feedback is higher than for the corrective one. Whether only one
type of mistakes should be included in feedback, or the entire bunch
of mistakes, is not determined, and may vary on the domain [53].
Pankiewicz et al. [44] identified, that LLM-generated formative
feedback “did not significantly impact students’ affective state”.
Wei et al. [10] measured the agreement between LLM-generated
feedback, and a teacher. The LLM was capable of generating more
detailed feedback, it was more accurate when summarizing the
student’s performance, and its overlap to teacher feedback has
been high. However, their evaluation focused only on readability
metrics, the existence of feedback classes, and polarity. Neither
correctness, nor the performance, encouraging learners, or com-
municating knowledge gaps has been evaluated [10]. Subsequently,
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the claims regarding LLM’s capabilities have not been substanti-
ated. Steiss et al. [56] included contextual feedback features, like
providing directions for improvement, how accurate feedback has
been, or whether essential feedback elements have been prioritized
in their evaluation. On average, the human feedback performed
better than the generated one[56]. Especially, non-accurate LLM-
generated results have been criticized by the authors. They propose
to combine auto-generated feedback with human ones. Feedback
was not embedded into an educational setup. In another study,
where formative feedback has been generated, the limitation of mis-
leading information, and lacking information on task constraints
was found [27]. The same challenges have been identified in more
complex setups. Generated feedback also lacks when evaluating
research papers [33].

While it can be helpful in some scenarios, an LLM is not capable
of evaluating the methodological design or generating in-depth cri-
tique [33]. Tam [59, 60] identified that the quality of prompts used
to generate feedback in an L2 language learning course highly influ-
enced feedback quality. Stahl et al. [55] explored the correctness of
LLM-generated scores for automatic essay scoring utilizing differ-
ent prompt templates. To evaluate feedback quality, they focused on
identifying mistakes, explanations, clearness, and suitability [55].
On these scales, the LLM had a high performance. Zhang et al. [67]
identified that students perceive LLM-generated feedback positively
in programming classes. Meyer et al. [38] analyzed LLM-generated
feedback versus providing entirely no feedback and identified ef-
fects. Yet, the comparison to manually created feedback by teachers
is still missing.

This paper explores the students, and teacher perspectives on
LLM-generated feedback. To the best of the authors knowledge,
there is a gap in research that investigate students’ perceptions
of LLM-generated versus teacher-generated feedback in academia.
This paper aims to bridge that gap. Therefore, the following hy-
pothesis are examined:

(1) There is a difference between students perception who get
LLM-generated feedback to those who get manually created
feedback.

(2) Students will primarily classify LLM-generated feedback
correctly, identifying it as such, while recognizing manually
created feedback as coming from the teacher.

(3) Students perceive feedback differently if they know it has
been auto-generated.

3 Methodology
The study took place in a teacher education seminar for elementary
school teaching at a German university, focusing on “the [German]
language of schooling” [52]. The seminar’s learning objective was
to raise students’ awareness of subject-specific and educational
language requirements in the elementary school context, partic-
ularly in early education and literacy skill acquisition. A central
task involved regularly documenting the learning process through
specifically designed assignments that encouraged self-reflection
on language-related beliefs and dispositions [14]. The task used for
this study was the third of a total of five assignments, meaning that
the students have already been familiar with the scope, objective,
expected text product, and the type of feedback provided by the

teacher. The assignment used for the study involved analyzing a
short poem by Yoko Tawada (“Die zweite Person ich”, i.e. “The
Second Person I”), a Japanese-born but German-speaking poet, fol-
lowed by a self-reflection on how the poem offers new perspectives
on the German language and grammar. The seminar comprised
four groups with identical content and tasks, involving a total of
32 participants, who gave their consent to analyze their responses.
Two groups received authentic feedback, created by the teacher,
while the other two received feedback generated by an LLM.

The feedback on these assignments was not intended to evaluate
correctness or categorize responses as “right” or “wrong”, particu-
larly since there was no requirement to grade seminar performance.
Instead, the feedback aimed to foster further intellectual stimulation,
address attitudes that might impede learning, and clarify misunder-
standings of concepts or positions. Since attitudes and dispositions,
in particular, are deeply ingrained constructs of the human psy-
che and thus, represent one of the greater challenges in teacher
education [17], the feedback process requires a highly appreciative
approach: The learning steps already achieved must be acknowl-
edged, and any critical positions must be explicitly recognized as
understood, with elements that may still require reconsideration
clearly framed as a personal enrichment for the future teaching pro-
fession and not as a personal deficiency or similar. The willingness
to disclose personal opinions, thought processes, and sometimes
very intimate attitudes toward socially sensitive issues must be
explicitly acknowledged in the feedback process. Such feedback is
aimed to be mimicked by an LLM.

First, an LLM capable of generating textual feedback has been
deployed. Stahl et al. [55] identified that few-shot learning yielded
the most helpful generated feedback. This approach leverages ex-
isting learner submissions along with teacher-generated feedback
to effectively prime the LLM. Subsequently, learner submissions
of varying quality can be integrated into the process. Building on
this foundation, the paper employs a few-shot prompting strategy
to incorporate historical student submissions and their associated
feedback. This methodology is recommended as an effective means
of contextualizing the LLM without necessitating fine-tuning [1].
Subsequently, previously known demonstrations can be incorpo-
rated so that the LLM-generated feedback can focus on similar
aspects and uses the same tone as the teacher. To implement few-
shot prompting, the LLM received historical essays with existing
manually created textual feedback. The textual feedback included
multiple aspects as described above.

Within the study setting, students are first asked whether the
authors of this paper are allowed to make use of their submissions
to train a feedback generator. Based on the resulting dataset, 10
submissions for which the students gave their permission to ex-
periment with, are selected. More precisely, weak, regular, and
high-quality submission are selected, which the teacher had rated
in advance.

The prompting begins with a priming phase to clarify the LLM’s
role. Then, existing students’ texts including feedback texts are com-
bined to formulate few-shot prompts using system messages, fol-
lowed by a prompt template. Table 1 shows the messages that have
been designed for the study, refined through an iterative prompt en-
gineering process, yielding encouraging results in the preliminary
exploratory phase [50].
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Table 1: Few-shot prompts to generate feedback.

ID Role Prompt

M1 system You are a helpful teacher who provides feedback based on the texts submitted by students.

M2 system Provide feedback on this text. Here are a few examples.
Text1:"[student text1]", Feedback1:"[feedback text1]",
Text2:"[student text2]", Feedback2:"[feedback text2]",
...
Text10:"[student text10]", Feedback10:"[feedback text10]"

M3 user Provide feedback on this text. Text: "[student text]"
Maximum 250 words. Respond from the first-person perspective.

With that prompting, feedback can be generated for new student
submissions. In a new semester, where the same seminar will be
offered at the university, students are randomly allocated to two
groups (1, and 2). Then, for a specific task, where students must
write a texts, feedback is created. For group 1, the teacher manually
creates typed feedback, which is comparable to previous semesters.
Students of group 2 receive feedback that is generated using the
few-shot prompted LLM. To address the hypotheses, the students
finally get a questionnaire. This includes:

a) How helpful do you find the feedback of the last assignment?
[free text]

b) I claim that 50% of the students received automatically gen-
erated feedback for the last assignment. Who provided the
feedback? [single-choice options: from teacher, from LLM,
uncertain]

c) How do you recognize whether the specific feedback comes
from the instructor or from a tool? Provide examples from
the feedback and justify your decision. [free text]

d) Let’s assume the feedback was automatically generated. Now
describe: How does this information change your perception
of the feedback? [free text]

Based on the results of these questions, hypotheses 1)-3) can be
answered. a) refers to 1), while student responses are clustered
based on whether the feedback has been auto-generated, or not.
Then, a coding schema is prepared, and student responses about
the feedback on feedback are categorized employing that coding ac-
cording to Mayring [36]. This is the basis to quantitatively compare
identified categories among both student groups, employing Lev-
ene’s test, and an independent samples t-test. 2) can be answered
quantitatively by comparing the students’ guesses, considering the
source of the feedback (question b), and analyzing the students’
correctness rates. This is comparable to a Turing test [62]. Further-
more, c) provides hints for correctly, or incorrectly classifying the
feedback to be auto-generated, or not. Again, the coding according
to Mayring [36] identifies indicators, for which the students claim
to be able to distinguish auto-generated feedback from human ones.
Levene’s test, and an independent samples t-test for each indica-
tor reveal which indicators lead to a correct identification of the
feedback source. 3) can be answered qualitatively by d). Similar to
the approach in 1), a coding schema is identified; however, in this
case, to reveal positively, and negatively perceived aspects, which
are then analyzed quantitatively. In order to avoid potential side

effects, learners need to respond to an additional questionnaire to
capture trait measurements about learning strategies [28]. These
measurements are used to identify differences between both co-
horts. Therefore, t-tests are conducted to explore potential side
effects.

4 Results
We used Moodle as the learning management system, in which
students submitted their texts. As described in the methodology
section, from the historical text submissions, 10 students gave their
consent to use their submissions, including the textual feedback
that they received. Based on these texts, the few-shot prompt has
been prepared (Table 1). The LLM Llama3.0:70b has been employed,
which has been the state-of-the-art open model at the time of the
experiment [37, 61]. In the new course, for the writing task, the
Moodle activity “Task” has been used, and for the survey, the Moo-
dle activity “Questionnaire”. 60 students have been enrolled in the
course. 50 of them completed the task, including the survey, from
which 32 gave their consent to analyze their results. This set of
individuals reflected a demographic distribution consistent with
that of the entire seminar cohort. 16 students have been allocated
to group 1, and 16 to group 2. From them, 16% were male and
83% female. Ages ranged from 20 to 50 years. 31% were in the 2nd
semester, 5% were in the 3rd, and 64% were in the 4th semester.
No one was in the first semester. A notable feature of the seminar
and program was the inclusion of career changers (12%). Students
focused on different teaching subjects. In the examined course, the
following foci of students’ subjects have been identified (multiple
options have been possible): German (93%), general studies (73%),
math (76%), special needs education (34%), sports (22%), and others
10%. In terms of learning strategies [28], no statistical significant
differences have been identified between both groups.

4.1 Differences in students perception based on
received feedback

Based on the initial qualitative analysis, four categories have been
identified on which students’ perceptions regarding the feedback
they got can be classified:

(1) Whether the feedback provided has been perceived as help-
ful.
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(2) Whether the students perceived the feedback as being moti-
vational.

(3) Whether repetitions or reformulations of the students’ sub-
missions have been criticized.

(4) Whether content-related feedback has been emphasized by
the students.

Notably, categories (1) and (2) pertain to students’ perceptions of
the feedback they received, addressing hypothesis (1), while the
latter focuses on specific contextual limitations. Group statistics for
these categories can be found in Table 2, while the learners were
split based on from whom the feedback came from. It can be seen
that there is no difference between the two groups when consid-
ering emphasized motivational aspects of the feedback. The auto-
generated feedback has slightly been lower rated to be helpful, than
the human-created versions. Furthermore, more content-related
feedback was honored in the feedback that has been created by
the teacher. Critique about repetitions can only be identified in the
student group that got auto-generated feedback.

To identify whether statistical significant differences exist be-
tween the groups who received auto-generated, or manually cre-
ated feedback, for each category, Levene’s tests and t-tests were
conducted. Table 3 summarizes the results. As identified in the
group statistics, the motivational aspects do not differ among the
considered groups. For the other categories, Levene’s tests were
significant with 𝑝 ≤ .1, especially for the “repetitive content” cate-
gory, 𝑃 < .001, indicating that equal variances cannot be assumed.
Examining the two-sided significance of the Welch test (given that
the assumption of homogeneity of variance cannot be assumed),
𝑝 = .02 < .10 can be identified. Subsequently, there is a statisti-
cal significant difference under 𝑝 ≤ .10. The effect size is small
to medium (Glass Δ = .479). These results allow to draw conclu-
sions for hypothesis 1. In terms of helpfulness, motivational aspects,
or whether the feedback has been content-related, no statistical
significant differences have been identified. However, there are
differences in variances whether the feedback was perceived as
helpful, or content-related. Repetitive aspects have been empha-
sized in the generated feedback only, as a prominent limitation
of LLM-generated content. This finding is statistically significant,
hencewe can reject𝐻0, suggesting that there is a difference between
the two groups considering repetitive feedback.

4.2 Correct classification of LLM-generated, or
teacher-created feedback

Next, student’s guess from whom the feedback comes from, is an-
alyzed. Therefore, responses on question b) of the questionnaire,
introduced in the methodology section are examined. Fig. 2 visu-
alizes the number of students who got manually created feedback
(blue bars), and those who got LLM-generated feedback (red bars)
- in relation to their guesses. As the chart demonstrate, guesses
are more or less equally distributed. Slightly more students who
received feedback from the tutor also classified it to be manually
created, than those who misclassified it. The same behavior can
be seen for the LLM-generated feedback, for which slightly more
students identified it as being LLM-generated. However, nearly the
same amount is uncertain, who created the feedback. All in all,
there is no statistical significant difference between both groups.

Based on students who chose an option that the feedback came
from the tutor, or that it has been LLM-generated (respectively, stu-
dents who were uncertain, have been excluded), a final correctness
rate could be derived, visualized in Fig. 3. 13 students predicted the
correct source of the feedback (≈ 59%), 9 students were not able to
identify the correct source (≈ 41%). There is no statistically signifi-
cant difference whether the feedback has been manually created
or LLM-generated. This answers hypothesis 2. In this experiment,
students have not primarily been capable of classifying feedback
as either LLM-generated or human-created. Furthermore, ques-
tion c) identifies indicators for correct, or faulty conclusions. The
following indicators have been identified: writing style (like gender-
neutral language, use of emojis), circumstantiality, relationship to
the student’s text, described knowledge increase of the teacher,
their shared experiences, generic paragraphs, overpraising, halluci-
nated content, and the time between the students submission and
when they received the feedback. For each indicator, Levene’s tests
and t-tests are conducted to identify statistical significant differ-
ences between those who classified the feedback source correct,
or incorrect. Levene’s tests have been statistically significant for
circumstantiality (𝑝 = .003), and overpraising (𝑝 < .001). Notably,
the latter is also significant in the two-sided Welch test (𝑝 = .04),
which has been employed instead of the standard t-test due to the
violation of homogeneity of variance assumption as indicated by
Levene’s test. The effect size is small to medium (Glass Δ = .480).
Fig. 1 illustrates the indicators that the students described, based
on whether they correctly identified the source of the feedback, or
not. It can be seen, that only indicators about hallucinated content,
overpraising, shared experiences by the teacher, and the timing
have lead to correct allocations. The writing style has been a great
indicator for ≈ 40%, but in ≈ 25% of the cases, that indicator mis-
lead the students’ guesses. The others, especially circumstantiality,
the relationship to the student’s text, and the teacher’s knowledge
increase, also mislead the students in their guesses.

4.3 Students perceptions for auto-generated
feedback

Lastly, d) is analyzed to identify students’ perceptions for auto-
generated feedback, as outlined in hypothesis (3). Based on the
32 textual responses, two main categories have been identified:
content-related impacts and emotional/social effects. Each cate-
gory has been subdivided along a tonal axis, giving rise to distinct
positive and negative valences. The negatively content-related cat-
egory includes notes about the assumption that feedback is less
valuable, rather generic, and students have doubts about the auto-
generated feedback including their submission. As positive/neutral
impact, notes include responses like “Better than no feedback”, or
that students will not be affected. For the emotional/social effects
category, different lacking elements within the feedback have been
highlighted, which are negatively annotated, especially: the lack
of interest/appreciation from the teacher, the lack of personal re-
lationship, missing appreciation and satisfaction, disappointment
as well as being demotivated when knowing that the teacher does
not personally evaluate the student’s submission. No positive emo-
tional/social effects have been identified. Fig. 4 illustrates the rel-
ative number of responses. It can be seen, that the majority of
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Table 2: Group statistics for feedback on feedback

Category Feedback N Mean Std. Deviation Std. Error Mean

helpful from teacher 16 .81 .40 .101
auto-generated 16 .63 .50 .125

motivational from teacher 16 .44 .51 .128
auto-generated 16 .44 .51 .128

repetitive from teacher 16 .00 .00 .000
auto-generated 16 .31 .48 .120

content-related from teacher 16 .38 .50 .125
auto-generated 16 .19 .40 .101

Table 3: Levene’s Test & Independent Samples Test (t-test/Welch test) on categories

Levene’s
Test t-test

Category F Sig. t df Significance
Two-Sided p

Mean
Difference

Std. Error
Difference

helpful Eva1 5.444 .027 1.168 30.000 .252 .188 .161
Evna2 1.168 28.708 .253 .188 .161

motivational Eva .000 1.000 .000 30.000 1.000 .000 .181
Evna .000 30.000 1.000 .000 .181

repetitive Eva 91.667 <.001 -2.611 30.000 .014 -.312 .120
Evna -2.611 15.000 .020 -.312 .120

content-related Eva 5.444 .027 1.168 30.000 .252 .188 .161
Evna 1.168 28.708 .253 .188 .161
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Figure 1: Students’ indicators for predictions, partitioned by correctness in prediction.
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Figure 2: Students guess, from whom the feedback comes from for group 1 (teacher wrote feedback, blue), and group 2 (LLM
generated feedback, red).
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Figure 3: Number of students who classified correct, or incorrect, and which type of feedback they received (LLM-generated or
manually created by teacher).

students perceives auto-generated feedback negatively. The num-
ber of negatively perceived content-related concerns is similar to
negatively perceived emotional/social effects. From the content-
related impact, 62.5% of the students expect, that the feedback is less
valuable, which is the largest class found in that category, followed

by doubts (9.4%). Only one student reported both classes, hence
the final total number equals 68.8%. Within the emotional/social
effects, 43.8% emphasize the lack of interest/appreciation from the
teacher, which is also the largest class in that category, followed by
the lack of personal relationship (6.3%). This result contradicts the
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findings of 4.1. In Table 2, it can be seen that in 63% of the cases,
auto-generated feedback has been rated as helpful. The mean count
for positively perceived content-related aspects have been slightly
similar if all students have been asked (15.6%, Fig. 4), in relation to
the focus on students who got auto-generated feedback only (19%,
Section 4.3, Table 2). The result shows that content-related aspects
of real-world LLM-generated feedback align with students’ per-
ceptions. In Section 4.3, Motivational aspects have been the same,
independently from the feedback’s source. However, when asking
students how they perceive auto-generated feedback as done, it has
been rated as being highly demotivating, without any positive emo-
tional/social effects. Subsequently, motivational aspects, which are
part of the emotional/social effects, are highly undermined when
knowing that the feedback has been auto-generated (0%, Fig. 4).
This contradicts the result in the real-world setting for motivational
aspects (44%, Table 2). Subsequently, hypothesis 3 can be answered.

To summarize, students perceive the same number of positive,
content-related aspects in auto-generated feedback, whether they
are aware it is auto-generated or not. Considering motivational
aspects, students perceive auto-generate feedback differently if
they know it has been auto-generated.

5 Discussion
The study has shown that students have not been capable of iden-
tifying, whether feedback was generated by an LLM, or a teacher.
Even though, generated feedback was highly negatively perceived
when students know that it has been generated. The relational
aspect highlighted in the study is particularly interesting. The ex-
amination has demonstrated that a gap between students and the
teacher can arise, especially if the concept of auto-generated feed-
back has not been sufficiently clarified. However, such a disruption
of the pedagogical relationship is a significant obstacle, especially
in feedback processes, as feedback requires “a climate of high trust
and reduced anxiety” [19]. This limitation, however, only arises
under the condition that the feedback has been auto-generated, as
the same feedback may otherwise perceived as helpful when pro-
vided by a teacher (Table 2). This reveals an apparent (emotional)
qualitative difference in whether the submitted work has been re-
viewed and praised by a real human or an LLM, with the human
praise being clearly valued more. For educational contexts, this
means that the use of LLMs in feedback processes must be carefully
explained. Particularly in tasks that do not have a specific sample
solution but instead require the formation of opinions, personal
positioning, or the disclosure of personal attitudes, it is essential to
maintain the human element in the feedback process. This should
be done transparently to avoid undermining supportive relational
structures in educational settings.

Additionally, more research is needed on actions that are taken
(or not taken) in response to received feedback: “That students
are taught to receive, interpret and use the feedback provided is
probably much more important than focusing on how much feed-
back is provided by the teacher, as feedback given but not heard
is of little use” [19]. Subsequently, when redesigning a feedback
generator, it is important to communicate “the essence” only, based
on a small set of feedback criteria. A feedback generator could

identify a criteria set, from which the teacher can choose the es-
sential ones. Then, the selection can be based on a pedagogical
baseline, which the teacher is responsible for. However, in gen-
eral, as the feedback is text-based, it can still be optimized by the
teacher. The experiment revealed that especially hallucination, and
overpraising have been typical for LLM-generated feedback. Also,
there is the need for more content-related feedback (Table 2), which
the teacher may add. Subsequently, the feedback generator can be
employed to generate the foundational feedback text, which the
teacher may then refine, enhance with additional aspects, or amend
as needed. Then, especially writing generic generic parts can be
done automatically. Hence, teachers may focus on further aspects
to create high information feedback, with regard to the pedagogical
essential aspects. In addition, teachers must be aware of how to use
auto-generated feedback without blindly trusting the output. With
this obstacle, teachers should have an understanding how feedback
generation with LLMs principally works. Misconceptions about
LLMs’ capabilities for feedback generation should especially be
addressed in teacher education to enable educators to successfully
use such tools. As a consequence, much more pedagogical work is
required on feedback literacy, particularly regarding possible feed-
back sources (whether auto-generated or human-created), with a
greater focus on individuals’ own feedback capacities, especially for
those in pedagogical professional contexts. Therefore, it is essential
not only to increase the number of feedback situations and clarify
them but also to train future teachers to use tools like LLMs, e.g.,
in peer feedback. Referring to the concept of feedback literacy, the
study of the paper reveals a clear need for further research, partic-
ularly on how LLMs affect the development of feedback literacy
among educators. For instance, competence models may need to
be expanded or adapted in terms of the use of LLMs for feedback
purposes [2].

However, the perception about generated feedback does not need
to be limited to the students perspective. Also, teachers may benefit
from it. When the generator has been trained with historical feed-
back, it mainly mimics the teacher’s style, and tone. It also mimics
the structure of the historical feedback. Teachers can reflect their
feedback when being confronted with mimicked, and reproduced
versions. Especially focusing on positive aspects and already identi-
fiable resources in student responses, which is often neglected due
to time constraints and tends to lead to more negative feedback,
can be brought back to the attention of teachers through the use of
generators. Thus, the feedback generator can also be a great tool
for self-evaluating the own feedback practice.

Future feedback, employing prompts with LLMs, should be more
task-specific, targeting learning goals, and fostering independent
learning processes. A next step could involve measuring potential
learning outcomes: Do students who receive automated feedback
perform as well as those who receive authentic, human-generated
feedback? By assessing performance and outcomes through various
metrics, such as grades, self-reflection, and the quality of work,
you could explore whether the effectiveness of automatic feedback
aligns with or diverges from that of traditional feedback. An addi-
tional optimization could involve explicitly asking students how
they plan to use the feedback in their learning process and what
their first steps will be. In the context of teacher education, focusing
on how feedback is practically utilized can lead to valuable insights
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Figure 4: Relative Number of Responses by categories, and polarity.

for future teaching practice. When feedback encourages reflection
and further development, it helps prospective teachers to incor-
porate these practices into their future classrooms. By integrating
suggestions from feedback into their own learning process, student
teachers can better understand how to foster self-regulated learning
and continuous improvement in their future students. This reflec-
tive approach thus can bridge feedback and real-world applications
in education.

An essential limitation is the use of LLMs as black box technolo-
gies in education. Although we employed Llama, an foundational
open-source LLM, there is no functionality to explain indicators
for generated feedback. However, certain indicators representing
feedback criteria, are missing. In this paper, samples of historical
feedback have been used for prompting. Aiming to generate explain-
able feedback, the capabilities of LLMs could be taken to extract
results of a pre-defined set of feedback criteria first. Utilizing a crite-
ria grid is a typical procedure when evaluating student submissions
to provide feedback, for example based on language proficiency lev-
els according to the CEFR in language learning [43, 58]. The LLM’s
responses for each criterion must be evaluated to identify those
that align with teacher expectations [50]. In combination, a set of
explainable feedback indicators could be derived, which can then be
used either to directly formulate feedback, or if the grid of feedback
criteria already covers explanations, they can directly be copied
to formulate feedback, based on several fitting text snippets. With
that approach, the capabilities of LLMs would be used, but feedback
can be generated with explanations. In a more sophisticated view,
feedback indicators does not need to be limited to direct explana-
tions. Based on LLM-generated ratings for feedback indicators, and
historical teacher ratings, supervised machine learning models can
be trained, that allow to predict ratings of the feedback criteria grid.
With such an approach, combinations of feedback indicators could
automatically be learned, so that optimal feedback text snippets
can then be selected [49]. This can be the scope of future work.

In the experiment, prompt engineering has been limited to few-
shot learning, employing a set of historical learner submissions,
including the feedback, which they got. This approach has the
advantage, that if students withdraw the permission to use their

submissions, the prompt can easily be modified, as the entire set
of submissions is part of the prompt. However, LLMs are often
sensitive to changes in prompting. If the prompt changes, the re-
sponse may be completely different. In general, the behavior of
LLMs can be controlled, like the temperature which represents
the degree of variances in responses. For the paper, the prompt
with the most promising result has been used, but there might be
other prompts leading to significantly better results. Furthermore,
employing few-shot prompting leads to another limitation. As the
number of tokens per prompt is limited, the approach of priming
the LLM can be limited by its length. Subsequently, depending on
the lengths of learners’ submissions, including feedback texts, only
a reduced number can be included. In the case of allowing a wide
range of topics to be included in the assessment, only a subset
may be covered. Nevertheless, the prompting results have already
been promising, despite the limitation of the length of historical
submissions. The state-of-the-art LLMs, with the designed prompts,
can only handle roughly one page. Evaluating thesis, or longer
texts can currently not be processed, only portions of them. Nev-
ertheless, when historical students’ submissions including textual
feedback are available, and if we have the permission to use them,
the approach of LLM-generated feedback can be employed. In this
experiment, feedback on self-reflection tasks in a teacher education
course for further intellectual stimulation is used. It is expected,
that for similar tasks, the generator will produce similar results.
However, further research should examine whether the promis-
ing results also arise beyond the domain of teacher education for
elementary school education, and for other task types.

The integration of automated tools can facilitate self-assessment
exercises by providing students with prompts that stimulate re-
flection on their work, informed by generated feedback. Moreover,
such tools may offer particular value in situations where students
are hesitant to share personal reflections related to their future
professional roles as teachers, and still seek constructive feedback.
In this case, a well-programmed generator may be leveraged to
facilitate learning. However, it is crucial to explicitly acknowledge
and convey the lack of human teacher input within the feedback
process.

90



LAK 2025, March 03–07, 2025, Dublin, Ireland Rüdian et al.

Additionally, feedback generators could be used for evaluating
lesson plans, analyzing self-created teaching materials, and assess-
ing the difficulty levels of language-related hurdles in educational
content. This broadens their applicability in teacher education.

Despite the flexibility of LLMs, there is the difficulty of inte-
grating them into software components [64]. For the study, the
feedback generator has been implemented as a separate tool, which
the teacher accessed. As only one prompt is automatically created,
handling a single request, and process the response, which includes
the entire generated feedback, is operationalizable. However, if
more complex approaches will be implemented that includes multi-
ple prompts, that need to be combined, the output formatting need
always to be correct to process gathered information in a pipeline-
like architecture. For a ready-to-use software, a robust architecture
with error handling, and automatisms, is required. At the time of
the study, the feedback generator has been a software prototype.
As the scope of the paper has been to address the three perspectives
as introduced in the related work section, implementing a robust
software architecture has been omitted. This can be the scope of
future work.

6 Conclusion
In this paper, students’ perceptions regarding LLM-generated feed-
back has been investigated. The results revealed, that:

(1) Repetitive content in LLM-generated feedback has been criti-
cized, revealing a statistically significant difference compared
to students who received teacher-based feedback. However,
no statistically significant differenceswere identified in terms
of motivational aspects or perceived helpfulness.

(2) Students have not been capable of correctly identifying the
feedback source. A small set of indicators has been found,
which can identify the feedback source, namely hallucinated
content, overpraising, shared experiences by the teacher, and
feedback submission time.

(3) Students highly criticize and reject auto-generated feedback.
Negative aspects indicate that students perceive emotional
and social effects, in particular, as being undermined when
feedback is auto-generated. This highly contradicts the find-
ing in (1), where no differences for motivational aspects
could be found.

From the pedagogical perspective, there is an essential take-
home-message: The technology can beneficially be employed, espe-
cially when students seek first feedback. The teacher can use LLMs
to create a first feedback draft, which they can optimize. As the
generator employing few-shot promoting makes use of the teach-
ers writing style, the generated feedback is a great basis to create
high-information feedback. Nevertheless, it is essential to keep the
teacher in the loop. They need to be aware to have a look at the
feedback to remove hallucinated content, or faulty conclusions, and
to highlight aspects which they have identified to be important for
the learning process. LLMs can be supportive, but cannot replace
teachers. From the teacher’s perspective, self-reflective insights
can also be drawn from this work. As shown, students have gaps
in their knowledge about the capabilities and limitations of LLMs.
More clarity and transparency are needed for the future use of such

generators in higher education, including the teacher’s role in stay-
ing in the loop, to avoid negative impacts on relationships. Student
teachers should also independently experiment with feedback tools
to explore their capabilities. This could help mitigate the negative
perceptions associated with automated feedback. Further research
will show how adaptable the promising feedback generator will be
in other domains.
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