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Abstract. Common ground plays a crucial role in human commu-
nication since it helps to establish shared knowledge. However, com-
mon ground is also a heavily loaded term that may be interpreted
in different ways depending on the context. The scope of common
ground ranges from domain-specific and personal shared experiences
to common sense knowledge. Representationally, common ground
can be uni- or multi-modal, and static or dynamic.

In this survey, we attempt to systematize different facets of com-
mon ground in dialogue and position it within the current landscape
of NLP research that often relies on the usage of language models
(LMs) and task-specific short-term interactions. We outline different
dimensions of common ground and describe modeling approaches
for several grounding tasks, discuss issues caused by the lack of com-
mon ground in human-LM interactions, and suggest future research
directions. This survey serves as a roadmap of what to pay attention
to when equipping a dialogue system with grounding capabilities and
provides a summary of current research on grounding in dialogue,
categorizing 448 papers and compiling a list of the available datasets.

1 Introduction

Common ground [32, 155, 10] has been studied in a variety of set-
tings by linguists, computer scientists, and philosophers alike. Com-
mon ground in dialogue can be defined as a set of shared beliefs be-
tween the interlocutors. However, as pointed out in Markowska et al.
[116], a more complete definition should also include other compo-
nents such as shared desires, intentions, and goals. From a Natural
Language Processing (NLP) perspective, conversational grounding is
important for building trustworthy dialogue systems that can reliably
use shared knowledge in conversation [122]. Despite the widespread
usage of chat-based language models (LMs), common ground is still
often overlooked and not evaluated when comparing the performance
of different models. The question arises: Can we trust LMs and
their generated outputs without building some common ground
first? In order to answer this question, it is necessary to clearly de-
fine and separate different dimensions of common ground and also
to reflect on how these can be modeled and evaluated. To that end,
the contributions of this survey are as follows:

(1) We describe different dimensions of common ground in dia-
logue that capture modality, type, and scope (Section 3);
(2) We survey approaches towards modeling common ground
based on several grounding tasks (Section 4);
(3) We identify potential problems caused by the lack of common
ground in LM-based dialogues (Section 5) and propose future re-
search directions (Section 6).
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Figure 1. Word cloud based on the term frequency and abstracts of 448
papers mentioning the terms “common ground” and “dialog”.

2 Methodology

In order to survey current research and also cover a variety of com-
mon ground definitions and modeling approaches we started by col-
lecting a list of all papers published in the ACL Anthology since
2015 that mention “common ground” or “grounding” in their ab-
stracts together with “dialogue”, and then examined them in terms of
the definition of common ground and which approaches were used
to model it. We started with 448 papers and focused on those that
address different dimensions of common ground relevant for dia-
logue processing. Specifically, we focused on the papers that discuss
modality (e.g., textual, visual, multimodal grounding), type (static vs.
dynamic), and scope of grounding (commonsense, domain or contex-
tual knowledge). According to the classification of literature reviews
outlined in Paré and Kitsiou [134], this survey can thus be consid-
ered as both descriptive and narrative since it aims to provide an
overview of the available work and identify some trends for ground-
ing in dialogue. Simultaneously, it is more focused on a qualitative
interpretation of prior knowledge. The inclusion of papers in the sur-
vey was determined based on the relevance of their topics to both
grounding and dialogue as reflected in the abstract and assessed by
the authors (see Appendix for more detail on the methodology and
statistics). Figure 1 shows a word cloud based on the word frequen-
cies of the most common terms from the abstracts of 448 papers. Un-
surprisingly, dialogue, model, and knowledge are the most frequent
terms; although terms such as generation, context, visual, and mul-
timodal are also commonly used, which reflects the challenging and
multifaceted nature of common ground research.

3 Common Ground Dimensions

Common ground contributes to successful communication through
dialogue. The concept is thereby easy to define in terms of its rel-
evance, but what information is needed to form common ground
is fleeting. As noted by Chandu et al. [19], there is often no such
thing as an “axiomatic common ground”. Successful grounding in



Figure 2. Common ground dimensions.

human-machine-communication is usually only evident in whether
the goal of the task is reached; or through assessment of the qual-
ity of the conversation. While the common ground does consist of
prior knowledge (such as world, commonsense or knowledge about
previous events), much of the common ground of a conversation is
built and established during communication. A system must thereby
adapt to the evolving context of the conversation and the newly ac-
quired knowledge.

There is not one way to establish a grounded dialogue between
human and machine. As Chandu et al. [20] note, grounding is often
performed with the goal of supporting a more defined end purpose
task. How grounding is achieved heavily depends on the purpose of
the conversation, e.g., whether the goal is to find a an object in a
shared environment or to enrich a dull chit-chat with more interesting
or personal, user-targeted facts. Researchers have proposed different
methods for establishing common ground up to now. We aim to sys-
tematize the existing approaches and categorize them in terms of the
following dimensions (see Figure 2):

1. The modality through which the conversation is grounded (e.g.
textual, visual, multimodal)

2. The scope of the grounded information (e.g. commonsense,
domain-specific or contextual knowledge)

3. The type of grounding (static or dynamic)

Building on this classification, we present a roadmap for incorporat-
ing common ground into dialogue systems.

3.1 Modality

Dialogue participants often integrate external contexts into the con-
versation, and these become part of the common ground [157].
Grounding can thereby connect the conversation to the environment:
Grounding utterances in the real world allows models to account for
what is missing or cannot be learned from conversational data. There
exist many forms of external contexts. Strub et al. [157] for example
mention the physical environment, a collaborative task the partici-
pants work on, a map they use for coordination or a database they
want to access. Real world contexts that ground a conversation can
thus be derived from different modalities, which Chandu et al. [20]
classify into:

• Textual modality: e.g. plain text, entities/events, knowledge bases
• Non-textual modality: e.g. images, speech, videos

In recent years, many tasks that go beyond a single modality (in NLP:
the textual one) have been proposed with the help of neural archi-
tectures [133]. Parcalabescu et al. [133] address the need for an ap-
propriate definition of multimodality when the information receiver

and processor is a machine learning system. The authors propose a
task-relative definition: The task determines what information is rel-
evant and how it can be stored, thereby indicating under which cir-
cumstances multiple modalities are necessary. Only in cases where
different language representations (e.g. speech and image of a text)
cannot be converted into one another without losing task-relevant in-
formation, they depict multiple modalities.

3.1.1 Grounding in the Textual Modality

Conversations between user and agent can be grounded in additional
textual input that goes beyond the conversation history. This could
be an external knowledge graph or other textual sources, providing
world or domain knowledge.

Textual resources can be used to incorporate knowledge from
the human world into the conversation between human and ma-
chine. As an example, Ghazvininejad et al. [55] model knowledge-
grounded conversations with the goal to produce more contentful
utterances grounded in the real world, i.e. taking into account not
only the conversation history, but also external facts. To achieve this
they retrieve various facts from textual sources such as Wikipedia
and Foursquare, selecting the facts relevant to the conversation con-
text. Similarly, language understanding can be improved by injecting
commonsense knowledge into a conversation via knowledge graphs,
providing background knowledge that machines otherwise lack as
this information cannot be learned merely from conversational data
[212, 144, 192, 135]. The additional knowledge can also come in
the form of domain knowledge, as in Zhu et al. [216]. Focusing on
the example of the music domain, their system uses structural back-
ground knowledge represented in the knowledge base to discuss and
recommend songs to a user. Other works focusing on knowledge
base integration and LM-based knowledge generation include, e.g.
[23, 102, 105, 98].

3.1.2 Multimodal Grounding

Besides the textual modality, an increasing number of grounding-
related tasks is multimodal, for example modeling an interplay be-
tween language and vision. Another possibility is to ground a di-
alogue in what is specific to the user, e.g. emotion or persona
[49]. Pustejovsky and Krishnaswamy [139] argue that multimodal
dialogue includes multiple aspects: (1) Co-situatedness and co-
perception of the agents (i.e. how they perceive the environment and
interpret the situation), (2) Co-attention of a shared situated reference
(e.g. referring to the objects in the environment through language,
gestures, visual clues), and (3) Co-intent of a shared goal which is
especially relevant for problem-solving and collaborative tasks.



Grounding in Vision Possible multimodal tasks are visual games
[157] or holding a dialogue about visual scenes [35], where shared
representations help to ground meaning. Referring expression com-
prehension with visual features [65] is another important aspect
of building common ground. A range of work where multimodal
grounding is relevant focuses on dialogue applications. Such appli-
cations of visually-grounded systems can reach beyond interacting
with a smart assistant, e.g. by helping visually impaired users to un-
derstand their surroundings or online content [22, 58]. They can also
help to quickly gain an overview in search and rescue missions where
an operator is ‘situationally blind’ but can interact via language [35]
and contribute to grounding in the shared physical context [194].

Grounding in Persona More personalized and engaging conver-
sation can be approached by grounding a dialogue in user-specific
attributes such as persona or emotion [115, 180, 24, 197]. These at-
tributes can be represented both through a textual and non-textual
modality. A persona can be formed through a textual profile descrip-
tion of the user, including e.g. their personal interests and occupation
[202]. Distributed representations for a persona can also be learned
through conversational content such as a user’s speaking style [95].
A multimodal approach for persona grounding is introduced by Ahn
et al. [3], who enrich facts about user’s personality with their pictures
posted on social media and the corresponding comments.

Grounding in Kinaesthetics Another modality that can ground a
dialogue by incorporation of the environment of user and system is
kinaesthetics. The perception of one’s own body position and move-
ments is an important dimension for embodied systems in human-
computer interaction [46]. Navigation agents that ground the con-
versation in the environment can help a user navigate through space
[107], helping for instance persons with visual impairments, by re-
trieving landmark destinations and providing visual information to
the user [104]. Communication grounded in spatial dimensions and
actions can also be used to help a tourist reach a target location [38].
For such tasks, landmark recognition, user localization and natural
language instructions are needed. Navigation instructions further re-
quire grounding in visual objects (e.g. "stop at the door") and geo-
metric structure and directions (e.g. “turn left”) [63].

Other modalities to ground the conversation in include e.g. gaze
and nodding [5]. As early as in 1996, Dillenbourg et al. made
the observation that the process of grounding is not bound in-
side one interaction mode but instead crosses different modalities.
They suggest that agents should instead be capable of modality-
independent grounding mechanisms, flexibly adjusting to a conver-
sation’s interaction-style.

3.2 Scope

Communicating on human terms requires more than just knowing
the meanings of words; It demands a deep, integrated understanding
of how, when, and why to use them. An important factor for suc-
cessful communication is an “understanding of the shared world”
[9]. Clark [31] propose to define different types of scope of common
ground, namely communal common ground (speaking the same lan-
guage, sharing a hobby or profession, leading to a communal lexicon
of technical jargon and naming conventions) and personal common
ground, i.e. joint (linguistic) experiences, leading to a private lexicon.

Based on our survey of recent publications and how they define the
scope of common ground, we widen this classification and propose to
distinguish between commonsense knowledge, domain-specific, and
contextual knowledge.

Commonsense Knowledge. It is fundamental to everyday conver-
sations and therefore plays a substantial role for the grounding pro-
cess of a conversation. People use commonsense knowledge to un-
derstand and enrich conversations with related information or to pic-
ture what they do not understand. Moreover, commonsense knowl-
edge enables reasoning about previously unseen events [150, 131].
Building a model grounded in commonsense knowledge is a chal-
lenging task, largely because there is no clear definition and there
are certain aspects of commonsense knowledge that only come to
light in the corresponding situations. As commonsense knowledge
is rarely made explicit in natural conversation [36, 56], it is often
not represented in conversational datasets and dialogue systems lack
grounding in the real world [55].

Currently, no universally agreed upon strategy for encoding com-
monsense knowledge exists [145]. Commonsense knowledge can ei-
ther be implicit in the training data or explicit in external knowl-
edge sources. A common approach for adding explicit commonsense
knowledge to a dialogue system is to harness an external KG, such
as CONCEPTNET [154] or ATOMIC [150]. To enrich the conver-
sation, the response generation is conditioned on the previous ut-
terance and the related external facts (as in Young et al. [191] or
Zhou et al. [212]). While grounding in external commonsense knowl-
edge is helpful especially for concepts which are poorly represented
in conversational training data [198], Davison et al. [36] point to
the drawback that while commonsense knowledge bases do contain
high-quality information, their coverage would be low. Richardson
and Heck [145] observe a shift from grounding with KGs to using
neural models for learning commonsense knowledge implicit in text
data. Importantly, popular LMs produce natural sounding text but
the responses may fail to integrate correct knowledge and the facts
can be distorted [64]. Moreover, Bian et al. [12] observe that while
GPT performs well on many commonsense benchmark tasks, it has
drawbacks in domains which require a deeper understanding of hu-
man behaviour, such as social or temporal commonsense knowledge.
Commonsense can not be learned from descriptions only, it requires
both reasoning and inference abilities.

Domain Knowledge. Domain knowledge plays a crucial role in
task-oriented dialogues and the required knowledge goes beyond
commonsense or what can be inferred based on the conversational
history, such knowledge varies a lot across different domains and of-
ten requires an access to some ontology or specialized knowledge
base. For instance, when booking a hotel, it is important to know
about the details like available room types, dates, and services. In
the context of emergency response [60, 6], domain knowledge may
include information about the responder roles, their responsibilities
and equipment. The dialogue system should be able to correctly in-
terpret and utilize the specialized terminology, e.g. it must know that
UGV stands for an Unmanned Ground Vehicle in this domain.

There are different ways of integrating domain knowledge in dia-
logue systems apart from the direct fine-tuning on the domain data.
Qian and Yu [140] propose a domain-adaptive dialogue generation
approach called DAML (Domain-Adaptive Meta-Learning) that em-
ploys a two-step gradient update during training, allowing the dia-
logue system to capture general features across various tasks while
enhancing its sensitivity to new domains, so that it can efficiently
adapt with just a few training samples. Pryor et al. [138] employ a
neural-symbolic approach to incorporate symbolic knowledge into
the latent space of a neural model, effectively integrating domain
knowledge and guiding the induction of dialogue structure. Suresh
et al. [162] introduce a dialogue generation framework that can gen-
erate high-quality dialogue data for different domains using LMs and



Chain-Of-Thought approach [175].

Contextual Knowledge. Situational grounding requires linking
the content of an utterance to its meaning in the specific context
[139]. The context heavily determines the utterance’s interpretation.
In situated dialogue, where conversation partners share time and
space, grounding can take the form of links to entities in this shared
space [74]. However, context has many dimensions which go beyond
just a shared space in which an utterance is voiced. Context carries
memories of previous utterances, the background or purpose of the
conversation, the interrelation and dynamics between the conversa-
tion partners, including social and emotional connotations [62].

A reliable and efficient conversational system should adapt to the
former context dimensions, along with interactions users feel com-
fortable with in a specific context. Moreover, different communica-
tion styles can be preferred depending on culture, e.g. regarding the
expressiveness of emotions, rhetorical style and directness [118].

Katayama et al. [73] define the following contextual dimensions:
Location (e.g. home or public), Sociality (e.g. alone or group), Ac-
tivity (e.g. walking or driving) and Emotion (e.g. neutral or happy).
Whether a user feels excited or annoyed, is busy or has time for
chit-chat, should receive consideration in finding a suitable conver-
sation strategy, e.g. by eliciting a more discreet as opposed to an
entertaining continuation [101]. Kola et al. [84] encourage situation-
awareness in agent development such that “agents should provide
support that is consistent with the user’s goals and preferences”, tak-
ing into account situation cues and social relationship features. The
four context dimensions proposed by Katayama et al. [73] provide a
starting point for assessing a system’s context considerations and can
be expanded according to task and goal.

3.3 Type

Regarding the type of grounding, we distinguish between static-
symbolic grounding and dynamic-collaborative grounding, fol-
lowing findings in literature including [90, 11, 19] (Table 1).

• Static-symbolic grounding: The common ground is the ground
truth external data, e.g. a KG or the shared perceptual environ-
ment.

• Dynamic-collaborative grounding: The common ground is
formed interactively, e.g. through clarification and negotiation be-
tween user and agent.

A static-symbolic approach is used in Ji et al. [68], who use knowl-
edge graph grounding to reduce hallucinated responses. What is
missing from static-symbolic approaches, as emphasized by Benotti
and Blackburn [11], is the aspect of error recovery through negoti-
ation of meaning, which becomes relevant in dynamic-collaborative
grounding. In the dataset GrounDialog, Zhang et al. [205] focus on
dialogues where participants are provided with dissenting informa-
tion. The naturally arising need to negotiate and clarify therein auto-
matically leads to dynamic-collaborative grounding. Grounding suc-
cess in a dynamic setting depends on effectively communicating the
mutually shared information until a common ground between user
and agent is established, while in static grounding it relates to the
ability of the agent to successfully link the query to the data [19].

4 Modeling Approaches
In this section, we provide an overview of recent modeling ap-
proaches defined by several common grounding tasks: knowledge

Table 1. Static vs. dynamic types of grounding.

Static-symbolic Dynamic-
collaborative

Grounding Motiva-
tion

Larsson
[90]

Symbol Grounding:
Connect symbols
(e.g. words) to
world via percep-
tion.

Communicative
Grounding: Inter-
actively update CG
in dialogue

Speakers need to
converge on shared
meaning.

Chandu
et al. [19]

Static Grounding:
CG is the external
data, assuming its
universality.

Dynamic Ground-
ing: CG is built
via interaction and
clarification.

Axiomatic CG does
not exist and needs
to be established in
real world.

Benotti
and
Black-
burn [11]

Symbol Grounding:
Link symbols with
perception, e.g. lan-
guage grounded in
vision.

Collaborative
Grounding: Reach
mutual understand-
ing incrementally
through dialog.

Human perception
is unstable and
depends on mem-
ory, capabilities,
perspective.

(static and dynamic), vision, and persona grounding. We acknowl-
edge that this categorization is not exhaustive, and there are more
grounding-related tasks that can be considered (e.g., kinaesthetics
and multimodal grounding). However, for the purpose of this sur-
vey, we focus on three distinct categories of tasks that are prominent
in the current scientific literature on grounding.

4.1 Knowledge Grounding Tasks

Knowledge-based grounding can be based on static or dynamic
knowledge with a single or multiple sources of knowledge that need
to be integrated for successful communication.

4.1.1 Static Knowledge Grounding

Static knowledge integration typically involves external knowledge
bases, graphs, or document collections. For instance, Zhao et al.
[209] propose a model (KnowledGPT) that uses a knowledge selec-
tion module and jointly optimizes selection and response genera-
tion. KnowledGPT consists of a context-aware encoder and a knowl-
edge selector, trained with a policy-gradient method and a curriculum
step that distinguishes between the “hard” and “easy” materials for
grounding.

Feng et al. [45] propose the MultiDoc2Dial task and a dataset for
modeling goal-oriented dialogues that are grounded in multiple
documents. The task is to identify which parts of which documents
are relevant at each dialogue turn. MultiDoc2Dial task focuses on (1)
extracting the grounding span from the document collection and (2)
generating the dialogue response given the history and the extracted
spans.

Wu et al. [182] address knowledge-grounded dialogue genera-
tion with their Section-Aware Commonsense Knowledge-Grounded
Dialogue Generation with Pre-trained Language Model (SAKDP).
SAKDP utilizes a PriorRanking network with contrastive learning
to estimate the relevance of the retrieved knowledge facts. All
candidates are clustered into three groups according to their pri-
ority. SAKDP then uses section-aware strategies to encode knowl-
edge in a linearized way and applies LMs to encode only the high-
priority facts, thus making the encoding process more efficient. An-
other system called PLUG [97] unifies different knowledge sources
for knowledge-grounded dialogue generation. The approach retrieves
relevant information from various sources (e.g. wiki, dictionary,
knowledge graph), converts the extracted knowledge into textual for-
mat and combines it with the dialogue history.

Chen et al. [26] focus on the task of knowledge grounded dia-
logue generation with in-context learning. Their goal is to produce
faithful and informative responses that rely on the dialogue history



as well as the knowledge base. To this end, they propose a retrieval-
based framework, IKA (In-context Knowledge grounded dialogue
Augmenter), combining in-context learning with retrieval techniques
and adding the most relevant and diverse demonstrations to the LLM
prompt for response generation.

As a part of static grounding, Xie et al. [186] consider structured
knowledge grounding (SKG) and propose the UnifiedSKG frame-
work that can standardize different task representations (e.g. seman-
tic parsing, question answering, fact verification). The main idea be-
hind UnifiedSKG is to unify different forms of structured knowledge
through linearization. Xie et al. [186] also show that task-specific
knowledge can be effectively shared via multi-task prefix tuning, im-
proving the overall performance on the target task.

Another direction for static grounding is to ground the conversa-
tion in social media interactions. Choudhary and Kawahara [30]
emphasize that most of the current work on knowledge-grounded di-
alogue focuses either on persona or fact-based structured knowledge.
Thus, they propose a different approach and present a system that can
mimic human responses through modeling social media interactions
by training a joint retriever-generator on a mixture of open-domain
dialogue data and a collection of Reddit comments.

Other recent work that incorporates static knowledge into dialogue
processing uses knowledge graphs and performs entity-agnostic rep-
resentation learning [214], generates dialogue acts to guide genera-
tion through tree-structured reasoning [110], focuses on document-
grounded conversations, and uses graphs to capture the inter- and
intra-document relations [188].

4.1.2 Dynamic Knowledge Grounding

Dynamic knowledge grounding happens when common ground is
formed interactively. This is often achieved through negotiation and
clarification [179, 130, 113]. Dynamic changes in common ground
can be also modeled as knowledge updates. For instance, Tuan et al.
[168] introduce the task of dynamic knowledge-grounded conver-
sation generation. They pair every dialogue turn with a knowledge
graph that includes a collection of triplets representing entities and
relations between them (e.g. “x IsEnemyOf y"). The grounding task
in this setting involves (1) text generation conditioned on the textual
input plus the corresponding knowledge graph and (2) generation of
relevant entities after each update of the graph.

Tuan et al. [168] propose a model (Qadpt) that predicts the knowl-
edge graph entities and retrieves the relational paths in the graph by
applying multi-hop reasoning. Qadpt proves to be beneficial even
for zero-shot adaptation with dynamic knowledge graphs. Similarly,
topic-grounded dialogues also require keeping track of topic transi-
tions throughout a conversation. Wen et al. [178] present a model
called Sequential Global Topic Attention (SGTA). It uses a latent
space to integrate the global-level and sequence-level information
and predicts the topic based on the distribution sampling. SGTA ex-
ploits topic co-occurrences and models post-to-response topic transi-
tions as well as predicts the next likely topic in dialogue.

Udagawa and Aizawa [170] focus on creating and maintaining
common ground in dynamic environments. Specifically, they col-
lect a dataset of 5,617 dialogues (OneCommon Corpus) that repre-
sents entity attributes and their temporal dynamics based on con-
tinuous values that correspond to entity movements. Udagawa and
Aizawa [170] consider a collaborative reference task as a multi-agent
cooperative game. Each agent can observe several entities and ex-
change information about them with other agents. The task is ac-
complished successfully if all the agents select the same entity at the

end of the game. The proposed model encodes dialogue utterances
and utilizes spatial and temporal encoders to integrate the dynamic
features.

4.2 Vision Grounding Tasks

Vision grounding is crucial for conversations that revolve around
the content of images or videos and there are tasks such as vi-
sual dialogue generation and image grounded question answering.
Many multi-modal extensions of Transformer models (e.g., VL-
BERT [158], VideoBERT [159], LXMERT [165], MTN [93], GTR
[18], TransVG++ [40]) allow modeling both texts and images simul-
taneously and can be applied to such tasks. Below we exemplify sev-
eral visual grounding tasks and showcase some models for image
grounded conversations, visual and video-centered dialogue.

Mostafazadeh et al. [127] introduce the task of multi-modal image
grounded conversations where natural-sounding conversations are
generated about some shared image. This task has both elements of
chit-chat and goal-oriented dialogue since the image constrains the
topic of conversation.

Kang et al. [72] investigate the task of reference resolution in vi-
sual dialogue. The goal of this task is to answer a series of questions
grounded in some image given the visual input together with the dia-
logue history. The authors propose Dual Attention Networks (DANs)
to perform visual reference resolution. Their model consists of two
attention modules: REFER and FIND. First, REFER applies multi-
head attention mechanism to learn the relations between the question
and the dialogue history. Next, FIND receives as input both image
features and the outputs of the REFER module and combines them
to perform visual grounding.

Kim et al. [77] address the visual dialogue grounding task in
the context of question answering. They find that some questions
can be answered by only looking at the image while others re-
quire both image and dialogue history. Therefore, they decide to
maintain both models (image-only and image-history) and combine
them in different ways. Specifically, they experiment with ensem-
bling and consensus dropout fusion with shared parameters. The
combined model demonstrates complementary gains for image-only
and image-history models.

Video-grounded dialogue is also explored in [136, 92, 174]. The
video grounding task involves modeling video features across both
spatial and temporal dimensions as well as dialogue features that
include dialogue history and interactions between the turns. Le and
Hoi [92] extend GPT-2 models and formulate a video-grounded dia-
logue task as a sequence-to-sequence processing that combines both
visual and textual representations. Their proposed model VGD-GPT2
captures dependencies between different modalities at the spatio-
temporal level (for videos) and token-sentence level (for dialogues).

Qin et al. [141] approach the task of answering video-grounded
questions in dialogue using a Dual Temporal Grounding-enhanced
Video Dialog model (DTGVD) that predicts turn-specific temporal
regions while filtering out irrelevant video content and grounding
free-text response in both video frame and dialog history. The pro-
posed approach is based on the UniVL [108] visual-language model.
DTGVD finds temporal segments in the dialog as well as contex-
tually relevant video segments and grounds the response genera-
tion in both. This approach employs contrastive learning by utiliz-
ing grounded turn-clip pairs as positive samples and other turn-clip
pairs as negative ones. The model is trained with answer generation
and contrastive losses and achieves state-of-the-art results on several
benchmark datasets for video-grounded dialogues.



Wang et al. [174] introduce a new Video-grounded Scene&Topic
AwaRe dialogue (VSTAR) dataset and propose benchmarks for di-
alogue understanding based on scene and topic segmentation as
well as video-grounded dialogue generation. Their experiments
demonstrate that visual information is very important for the topic
boundary detection and including such information can improve the
performance by 7.1% F1. They also show that segment information
is helpful for dialogue generation and the current encoder-decoder
models still struggle to make full use of the visual input for the video-
grounded dialogue generation.

4.3 Persona Grounding Tasks

Lim et al. [100] emphasize that it is important to ground exter-
nal knowledge and persona simultaneously and propose a model
called INFO that grounds persona information together with the ex-
ternal knowledge. They implement the knowledge and persona se-
lector for the grounding task using poly-encoder and adopt retrieval-
augmented generation to reduce the hallucinations and generate more
coherent and engaging responses.

Majumder et al. [115] explore persona-grounded dialogue and fo-
cus on inferring simple implications of persona descriptions. For in-
stance, if someone likes hiking, they probably also like nature. Ma-
jumder et al. [115] utilize commonsense knowledge bases to expand
the set of persona descriptions. They also experiment with the fine-
grained persona grounding, so that the model has to choose be-
tween different persona sentences when generating a dialogue re-
sponse. To this end, the model uses variational learning to sam-
ple from various persona descriptions achieving good scores on the
Persona-Chat dataset [203] with consistent and diverse responses.

Wang et al. [173] introduce a framework for decoupling knowl-
edge grounding into different sources to aid response generation
(e.g. persona, documents, memory). Their framework (SAFARI) can
make a decision of whether to include a specific knowledge source
and when to do so while generating a response. SAFARI has three
modules that are responsible for planning, retrieval and assembling
of information. Wang et al. [173] also construct a personalized
knowledge-grounded dialogue dataset (Knowledge Behind Persona)
where responses are conditioned on multiple knowledge sources for
more informative and persona-consistent dialogues.

Gao et al. [51] focus on conversational agents that can infer lis-
tener’s personas to generate appropriate responses and maintain con-
sistent speaker profiles. They introduce PeaCoK, a large-scale per-
sona commonsense knowledge graph with 100K human-validated
facts, structured around five persona dimensions: characteristics, rou-
tines and habits, goals and plans, experiences, and relationships. Pea-
CoK is built by extracting and generating persona knowledge from
existing knowledge graphs (ATOMIC [149], COMET [15]) and LMs.

Other related work includes modeling partner personas in dialogue
[106], disentangling and recombining persona-related and persona-
agnostic parts of the dialogue response [180] as well as personalized
conversation generation based on journal entries [132].

5 Common Ground in LMs

Effective conversation requires building common ground that is ide-
ally multimodal, dynamic, integrates commonsense and contextual
knowledge. However, in the modern age of large LMs (LLMs) com-
mon ground is typically defined by the user or it is based on the
static training data. For instance, prompts can be used to include

persona, domain and task information, but this information is tai-
lored in a way that represents the user’s point of view. Moreover,
inputs to LLMs are usually based on text even when they reference
other modalities (e.g. describing location, time or emotions).

LLM outputs may also contain hallucinations or incorrect assump-
tions. Jiang et al. [69] distinguish between two potential sources of
factual hallucinations: insufficient knowledge within the model’s
parameters and knowledge memorization coupled with the lack of
generalization capability. However, some hallucinations can also
be a product of miscommunication caused by the lack of common
ground: Shaikh et al. [152] show that LLMs tend to generate text
with less conversational grounding (on average, 77.5% less likely
compared to humans) and often presume common ground instead of
building it incrementally over time.

Language models often exhibit reduced rates of grounding acts
and show poor grounding agreement with humans. Existing su-
pervised fine-tuning and preference optimization datasets are poten-
tial sources of this problem [152], because such datasets are meant
for training models that simply “follow” instructions based on a lim-
ited number of interactions. Models trained on such data never learn
how to build common ground throughout the conversation and adjust
it depending on new inputs.

Jokinen [70] also emphasize the need for grounding in LM-based
dialogue systems and argue that such systems need to build a shared
understanding of dialogue context and intents, grounding generated
utterances in real-world events and potentially bridging the gap be-
tween neural and symbolic computing. Furthermore, Schneider et al.
[151] benchmark both open- and closed-source LMs on the ground-
ing tasks and find that both are equally good at classifying grounding
acts but identifying grounded knowledge proved to be very chal-
lenging and it is better handled by close-source LMs.

Another important issue is that LLM-based conversational agents
may fail to generate safe and appropriate responses [39] and often
go along with a problematic user input, generating offensive and
toxic language. Kim et al. [82] aim to address this issue by propos-
ing GrounDial that grounds dialog responses in commonsense so-
cial rules and does not require any additional fine-tuning. GrounDial
combines in-context learning with guided decoding that follows hu-
man norms to generate more safe and appropriate responses.

Yu et al. [192] emphasize that commonly used techniques for di-
alogue response generation are based on Chain-of-Thought (CoT)
[175] or Retrieval Augmented Generation (RAG) [208]. However,
both methods have important drawbacks. On the one hand, CoT may
overestimate the capabilities of LLMs by treating them as isolated
knowledge sources, while the knowledge stored in LLMs can be
outdated, and LLMs are prone to hallucinations [67]. On the other
hand, approaches like RAG underplay the internalized knowledge of
LLMs and mostly rely on external sources. Yu et al. [192] propose
a different approach that considers LLM as a collaborator and in-
cludes several Thought-then-Generate stages to identify knowledge
demands and then find relevant information via Demands-Guided
Knowledge Retrieval.

Chiu et al. [28] draw attention to another limitation of LLMs in
the context of grounded task-oriented dialogue: LLMs are difficult
to steer towards task objectives and they have difficulties with han-
dling novel grounding. To address these limitations Chiu et al. [28]
propose an interpretable grounded dialogue system that combines
LLMs with a symbolic planner to perform grounded code exe-
cution and response generation. The proposed system has a reader
that uses LLM to convert utterances into executable code functions
which represent the core meaning and map language to symbolic ac-



tions, and a symbolic planner that can plan over the symbolic actions
and determine the next response. The task progress is tracked via
Bayesian reasoning and information gain objective. This approach
achieved promising results on the OneCommon task from [169] that
involves collaborative reference resolution.

Factual inconsistency of LLMs [148] is another important con-
cern for building a conversational agent. Previous work has shown
that LLMs can generate factually incorrect responses even when pro-
vided with valid knowledge sources [67]. Xue et al. [189] tackle
the inconsistency issue in knowledge-grounded conversations by en-
hancing the factual knowledge expression via extended Feed For-
ward Networks (FFN) in Transformers and apply reinforcement
learning that implicitly aligns dialogue responses with gold knowl-
edge using factual consistency preference. The parameters in ex-
tended FFNs are updated based on the knowledge-related tokens that
appear in both grounding knowledge and response, e.g., if the term
“Argentina” is part of the response it can be enhanced with the factual
knowledge “Argentina won the 2022 World Cup champion.”

Daheim et al. [33] also investigate factuality in the context of
document-grounded dialogue generation and consider two com-
ponents: a simple ungrounded response generation model that en-
courages fluency, and a component that encourages responses which
can help reconstruct the response grounding document. The proposed
method uses Bayes’ Theorem to decompose the posterior distribution
of a response given context and grounding into these components,
and employs scaling factors to promote either greater correctness or
fluency of the response. Although this approach results in improved
factuality, the online decoding is computationally demanding.

Mohapatra et al. [123] provide a benchmark and design various
tests to assess how well LLMs handle grounding as both speakers and
listeners. As listeners, LLMs should integrate repaired or canceled
information and identify ambiguous cases that need clarification. As
speakers, they must generate accurate and unambiguous responses.
Mohapatra et al. [123] analyze perplexity on the responses that are
appropriate and grounded and responses that are fitting but contex-
tually incorrect. They found a strong correlation between conver-
sational abilities and the size of the models and the pre-training
data with larger models and datasets leading to improved grounding
capabilities and lower perplexity for correct responses.

6 Current and Future Research Directions

In order to visualize the distribution of topics that are most promi-
nent in the current research on dialogue grounding, we applied k-
means clustering to the abstracts of 448 papers selected for the sur-
vey based on keyword match. We then categorize them according
to common topics. Figure 4 shows that almost 16% of all papers
focus on grounded generation and selection, while 15.2% of the
papers are concerned with cognitive and human-centered aspects
of grounding. Knowledge grounding and LLM fine-tuning are two
other relatively big topics (13% each). Interestingly, multimodal pa-
pers represent only 7.4% with a similar number of papers dedicated
to learning-based approaches. Multimodal papers with emphasis on
spatial grounding are even less prominent (only 5.37%), and, quite
worryingly, only 2% of all publications focus on evaluation and
benchmarking. These trends show that there are some considerable
gaps in the current research on conversational grounding.

As demonstrated in this survey, well-grounded dialogue requires
some commonsense knowledge as well as contextual knowledge
that heavily depends on the dialogue history and previous interac-
tions, and it may also include some domain-specific knowledge. We

Figure 3. Distribution of topics relevant to conversational grounding based
on the papers published in the ACL Anthology since 2015.

believe that the interdisciplinary collaboration between different
fields such as robotics, cognitive science and linguistics will greatly
benefit this research area. There is also a need for more diverse and
realistic datasets that are not purely text-based or combine text with
just one modality e.g. images, the community needs a collection of
various types of data that capture different dimensions of grounding
with respect to modality, type and scope. More often than not re-
search on grounding addresses the static setting which assumes that
we have an access to some graph or a knowledge base, but ground-
ing is a collaborative process and more research needs to be done on
incorporating dynamic features.

Another important aspect that has only recently started gaining
more attention is evaluation. For instance, Alghisi et al. [4] inves-
tigate the impact of incorporating external knowledge to ground di-
alogues with retrieval-augmented generation or gold knowledge and
emphasize the importance of human evaluation. Chaudhary et al. [21]
find that LLM-based evaluation does not align well with human judg-
ments and show that evaluation results are not robust against pertur-
bations. Ghaddar et al. [54] argue that knowledge-grounded dialogue
needs to be more thoroughly evaluated with respect to hallucinations.

An important future avenue is research comparing common
ground in human-human and human-robot interactions. For both,
there is a need to collect more diverse data and combine LLM-based
generation with neuro-symbolic approaches. E.g., Bonial et al. [13]
use an Abstract Meaning Representation formalism to ground lan-
guage concepts in the robot’s world model, and Torres-Foncesca
et al. [167] investigate an important dimension of knowledge ground-
ing related to object permanence, i.e., the ability to maintain mental
representations of objects even when they are not in view.

More research should be done towards integrating common
ground during pre-training and fine-tuning stages of LLMs, e.g.,
by introducing additional loss functions and contrastive learning
to distinguish between compatible and incompatible beliefs being
formed in a conversation (or by measuring perplexity between cor-
rect and adversarial responses [123] and combining generation with
grounding reconstruction [33]). Some recent works explore how one
can build a knowledge-grounded dialog system that utilizes both
dialog history and local knowledge base for response generation
with a semi-supervised pre-training [196] and perform large-scale
multi-party aware pre-training on conversational data [8] that shows
promising results for knowledge grounded conversations.

7 Conclusion
In this survey we provided an overview of different dimensions of
common ground and categorized them according to the modality,
type and scope. We also discussed existing modeling approaches for



knowledge-based, visual, and persona-based grounding, exemplify-
ing promising research directions and attempts to integrate various
aspects of common ground. We talked about leveraging common
ground in LLMs, and summarized the issues related to the lack of
conversational grounding in such models. We also described current
and promising future research directions. We hope that this survey
and our annotations1 will serve as a guide for exploring the broad
and dynamic landscape of conversational grounding.

Limitations

The current survey represents just a snapshot of the research on the
topics of conversational grounding. This is an interdisciplinary field
that ideally involves collaboration between the researchers who work
on language, vision, robotics, and cognitive modeling. This work
may not include all the relevant and very recent publications due to
its scope and focus on the ACL Anthology.
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A Appendix
A.1 Paper Selection Process

The initial selection of papers is based on the ACL Anthology, the
selection was done using a keyword match, i.e. we considered all pa-
pers published between 2015 and 2025 whose title or abstract contain
both terms “ground(ing)” and “dialogue”. In total, we retrieved and
annotated 448 papers with respect to topic (models, datasets, evalu-
ation, theory, supplementary), modality (knowledge, visual, multi-
modal, persona, other), scope (contextual, domain, commonsense,
mixed), and type (static, dynamic, mixed). Note that among the
keyword-selected papers there were also some that do not directly
relate to the topic of grounding in dialogue and the match could hap-
pen e.g. if the paper talks about dialogue processing using ground-
truth labels (i.e. term “ground” matches but has a different meaning).
Such papers received an additional annotation “irrelevant” and were
excluded from the final statistics. We also excluded supplementary
papers that are relevant for the grounding in dialogue but focus on
very specialized topics (e.g. self-anthropomorphism in robots [99])
or papers introducing dialogue researchers participating in YRRSDS
round table [121, 76, 112]. The number of grounding papers de-
creased from 448 to 384 after filtering out spurious matches and sup-
plementary papers. The initial selection was extended with the papers
published in the venues other than the ACL Anthology based on the
citations and background knowledge of the authors.

A.2 Topic, Modality, Scope and Type Distribution

Figure 4 shows the topic distribution of the selected papers and indi-
cates a substantial imbalance with the majority of papers (61%) dedi-
cated to the modeling approaches, while 23% of the papers introduce
new datasets, and only 10% focus on evaluation. It is important to
note that new modeling approaches are typically accompanied with
the evaluation results, but the evaluation is usually quite limited and
includes only 1-2 baselines and the proposed approach on a few se-
lected datasets. More rigorous benchmarking and model comparison
is still missing in the current research on grounding in dialogue.

Figure 4. Topic distribution of the papers on grounding in dialogue.

This survey annotates the papers according to the following core
modalities: knowledge, visual, multimodal, persona and other. Figure
5 shows that the majority of the papers (60%) is about knowledge
grounding, visual grounding is represented at 16%, multimodality is
discussed in 12% of the papers, and the rest is almost equally spread
among the mixed topics and persona-grounding.

Grounding scope an be characterized as contextual, domain-
specific, commonsense or mixed (see Figure 9). It is interesting to see
that contextual common ground is the most commonly researched

Figure 5. Modality distribution of the papers on grounding in dialogue.

topic, while domain-specific knowledge is also often considered. A
significant proportion of papers (27%) has mixed scope and only 5
papers (2%) focus exclusively on the commonsense grounding.

Figure 6. Scope distribution of the papers on grounding in dialogue.

The distribution of grounding types: static vs. dynamic (see Fig-
ure 7) makes it clear that static grounding is much better researched
than dynamic or mixed cases (46% vs. 30 and 24% correspondingly).
This can be likely attributed to the fact that static grounding is easier
to model because it often requires an access to a knowledge base or a
document collection and the grounding knowledge does not change
throughout the conversation. Dynamic grounding requires the dia-
logue agent to be pro-active, being able to identify ambiguous cases
and resolve misunderstanding, e.g. by asking clarification questions.

Figure 7. Type distribution of the papers on grounding in dialogue.

A.3 Modality, Scope and Type of Datasets

In this section we summarize the annotation results based on the pa-
pers describing the datasets. Figure 8 shows that knowledge modal-
ity is much more prevalent than others (51%). Only 16% of the



datasets are visual and 17% are multimodal. Also, the grounding
scope has unbalanced distribution with 49% datasets related to con-
textual grounding and 29% domain-specific ones. Interestingly, static
and dynamic grounding are almost equally represented in the existing
datasets (which is different from the type distribution for modeling
approaches as shown in Section A.4)

Figure 8. Modality distribution of the datasets for grounding in dialogue.

Figure 9. Scope distribution of the datasets for grounding in dialogue.

Figure 10. Type distribution of the datasets for grounding in dialogue.

A.4 Modality, Scope and Type of Models

If we consider only those papers that describe modeling approaches
and plot their distribution per modality, we can see in Figure 11
that knowledge-based approaches are the most common ones. Multi-
modal and visual grounding receive less attention (11 and 17% each)
and the least researched modality is persona-based grounding with
only 6% of all papers addressing this topic. These statistics empha-
size that there is a lack of research on grounding in the modalities
that go beyond knowledge, especially when multiple modalities and
persona-related features should be taken into consideration.

Figure 11. Modality distribution of the models for grounding in dialogue.

Figure 12. Scope distribution of the models for grounding in dialogue.

Figure 13. Type distribution of the models for grounding in dialogue.



A.5 Grounding Datasets

In the scope of this survey, we compiled a list of the datasets for
grounding in dialogue categorized according to the modality, type,
and scope (see Table 2-7). The datasets include several additional re-
sources that were not published through the ACL Anthology. This
information along with our paper annotations will be made available
to the research community in a GitHub repository and we will pro-
vide a link to it in the non-anonymized version of the paper.



Table 2. Datasets. Abbreviations: Knowl. (Knowledge), Multi (Multimodal), Stat. (Static), Dyn. (Dynamic), Cont. (Contextual) and Dom. (Domain).

Dataset Description Modality Type Scope Data URL
SAGA22 [17] The SAGA22 dataset is based on 148 transcribed videos, it is a dataset

of teacher and student talk moves and annotated math tutoring sessions.
Talk moves use dialogue acts grounded in Accountable Talk theory.

Knowl. Dyn. Cont. upon request/unknown

Reannotated Spot
the Difference and
Meetup Datasets
[122]

The Meetup and Spot the Difference datasets were (re-)annotated with
Grounding Acts, Common Grounding units, and degrees of grounding.

Knowl. Dyn. Cont. https://osf.io/qfcnm/?view_only=
34e7259fe8fc4ade82d55ba7d5105ffe

The Common Ground
Corpus [116]

The Common Ground Corpus is annotated on the top of the LDC
CALLHOME American Speech corpus, which consists of collections
of 120 unscripted dialogs between close friends or family members.
The dialogs are available in both written form and audio. The Com-
mon Ground corpus is the first attempt at annotating common ground in
a discourse, providing the annotations for beliefs and common ground
updates.

Knowl. Dyn. Cont. https://github.com/cogstates/
2023-emnlp-common-ground

GrounDialog [204] An annotated dataset of spoken conversations with repair and grounding
patterns. The dataset contains 42 dialogues with 1569 turns.

Knowl. Dyn. Cont. upon request/unknown

CoomonLayout [119] The dataset is built for the CommonLayout task in which two workers
lay out the same figure set into a common design through text chat. To
perform the task, they discuss the idea of a final layout and move figures
into the same position one by one. The dataset contains 984 dialogues
and each dialogue has 28.8 utterances on average.

Knowl. Dyn. Cont. upon request/unknown

Reflect [215] Reflect is a dataset that annotates dialogues with explicit common
ground (represented as inferences approximating shared knowledge and
beliefs) and contains 9K diverse human-generated responses each fol-
lowing one common ground.

Knowl. Dyn. Cont. https://inklab.usc.edu/Reflect/

SPOLIN [29] Selected Pairs Of Learnable ImprovisatioN (SPOLIN) corpus is a col-
lection of more than 26K English dialogue turn pairs, each consisting of
a prompt and subsequent grounded response, where responses are not
only coherent with dialogue context but also initiate the next relevant
contribution.

Knowl. Dyn. Cont. https://justin-cho.com/spolin

KNUDGE [176] KNUDGE (KNowledge Constrained User-NPC Dialogue GEneration)
is constructed from side quest dialogues drawn directly from game
data of Obsidian Entertainment’s The Outer Worlds, leading to real-
world complexities in generation: (1) utterances must remain faithful to
the game lore, including character personas and backstories; (2) a dia-
logue must accurately reveal new quest details to the human player; and
(3) dialogues are large trees as opposed to linear chains of utterances.
KNUDGE contains 159 dialogue trees.

Knowl. Mix Cont. https://github.com/nweir127/
KNUDGE

KETOD [27] KETOD (Knowledge-Enriched Task-Oriented Dialogue) enriches task-
oriented dialogues with chit-chat based on relevant entity knowledge. It
contains >5K dialogues.

Knowl. Mix Cont. https://github.com/
facebookresearch/ketod

ChattyChef [91] ChattyChef is a dataset of cooking dialogues, designed to support re-
search on instruction-grounded conversational agents. ChattyChef con-
tains 267 dialogues with 26 utterances per dialogue.

Knowl. Dyn. Dom. https://github.com/octaviaguo/
ChattyChef

EHD [183] Empathetic Healthcare Dialogue (EHD) dataset can help with generat-
ing human-like empathetic responses within the healthcare domain. It
contains a wide range of synthetic, multi-turn dialogues between doc-
tors and patients that are not only emotionally supportive, but also clin-
ically informative. EHD contains 33K dialogues, with an average of 12
utterances per dialogue.

Knowl. Mix Dom. https://huggingface.co/datasets/
ericw955/EHD

MathDial [111] MathDial is a dataset of 3K one-to-one teacher-student tutoring dia-
logues grounded in multi-step math reasoning problems.

Knowl. Mix Dom. https://github.com/eth-nlped/
mathdial

ArgSciChat [147] ArgSciChat is a dataset of 41 argumentative dialogues between scien-
tists on 20 NLP papers. The dataset includes both exploratory and argu-
mentative questions and answers in a dialogue discourse on a scientific
paper.

Knowl. Mix Dom. https://github.com/UKPLab/
acl2023-argscichat

KdConv [213] KdConv, a Chinese multi-domain dataset towards multi-turn
Knowledge-driven Conversation with 86K utterances and 4.5K
dialogues in three domains.

Knowl. Mix Dom. https://github.com/thu-coai/
KdConv

List2QA [161] List2QA dataset is designed to evaluate the ability of QA systems to re-
spond effectively using list information. The dataset is created from un-
labeled customer service documents with language models and model-
based filtering, it has >2K utterances.

Knowl. Stat. Dom. upon request/unknown

MISeD – Meeting In-
formation Seeking Di-
alogs dataset [57]

MISeD – Meeting Information Seeking Dialogs dataset is a dataset of
information-seeking dialogues focusing on meeting transcripts for 225
meetings, comprising 432 dialogues, and 4161 query-response pairs.

Knowl. Stat. Dom. https://github.com/
google-research-datasets/MISeD

Verify-then-Generate
[34]

1K student solutions and their stepwise reasoning chains in the domain
of multi-step math problem-solving.

Knowl. Stat. Dom. https://github.com/eth-lre/
verify-then-generate

NewsDialogues [96] A human-to-human Chinese dialogue dataset with 1K conversations
with a total of 14.6K utterances and detailed annotations for target top-
ics and knowledge spans.

Knowl. Stat. Dom. https://github.com/SihengLi99/
NewsDialogues



Table 3. Datasets. Abbreviations: Knowl. (Knowledge), Multi (Multimodal), Stat. (Static), Dyn. (Dynamic), Cont. (Contextual) and Dom. (Domain).

Dataset Description Modality Type Scope Data URL
CMDQA [109] Chinese dialogue-based information-seeking question answering

dataset CMDQA, which is mainly applied to the scenario of getting
Chinese movie related information. It contains 10K QA dialogs (40K
turns in total).

Knowl. Stat. Dom. upon request/unknown

SPORTSINTERVIEW
[160]

Dataset in the domain of sports interview, it contains two types of ex-
ternal knowledge sources as knowledge grounding, 150K interview ses-
sions and 34K distinct interviewees.

Knowl. Stat. Dom. upon request/unknown

Doc2Bot [47] Dataset with over 100K turns based on Chinese documents from five
domains.

Knowl. Stat. Dom. https://github.com/Doc2Bot/
Doc2Bot

MultiRefKGC [210] A multi-reference Knowledge-Grounded Conversation (KGC) dataset
based on conversations from Reddit with 130K dialogues.

Knowl. Stat. Dom. https://github.com/TingchenFu/
MultiRefKGC

CM-CQA [185] A large-scale Chinese Medical CQA (CM-CQA) dataset based on 45
medical subdomains, 33615 entities, 8808 symptoms, 1294753 dia-
logues.

Knowl. Stat. Dom. https://github.com/WENGSYX/
LingYi

Social-Dialogues-
Coreference [89]

Dataset for resolving third-person references in social dialogues (inner
and outer-circle references), based on the episodes of the Friends series.
It contains social dialogue and long-term connections between mentions
that go beyound a single document.

Knowl. Stat. Dom. https://github.com/cltl/
inner-outer-coreference

MultiDoc2Dial [45] Conversations grounded in 488 documents, 4796 dialogues in total. Knowl. Stat. Dom. https://doc2dial.github.io/
multidoc2dial/

TicketTalk [16] A movie ticketing dialog dataset with 23,789 annotated conversations
that range from completely open-ended and unrestricted to more struc-
tured in terms of the knowledge base, discourse features, and number of
turns.

Knowl. Stat. Dom. https://git.io/JL8an

Doc2Dial [44] The dataset of goal-oriented dialogues that are grounded in the docu-
ments. 4500 annotated conversations grounded in over 450 documents
from four domains.

Knowl. Stat. Dom. http://doc2dial.github.io/

Background-aware
movie dataset [120]

Background-aware conversation dataset about movies with 90K utter-
ances from 9K conversations grounded in plots, reviewes, comments.

Knowl. Stat. Dom. https://github.com/nikitacs16/
Holl-E

Multi-turn and multi-
domain dataset [43]

The dataset of 3031 dialogues that are grounded through knowledge
bases and span three distinct tasks in the in-car personal assistant
space: calendar scheduling, weather information retrieval, and point-
of-interest navigation.

Knowl. Stat. Dom. http://nlp.stanford.edu/projects/
kvret/kvret_dataset_public.zip

SOCCER [201] 2263 soccer matches including with time-stamped natural language
commentary accompanied by discrete events such as a team scoring
goals, switching players or being penalized with cards.

Knowl. Dyn. Mix https://github.com/bcbi-edu/p_
eickhoff_SOCCER

FloDial [142] FloDial has 2738 dialogs grounded on 12 different troubleshooting
flowcharts.

Knowl. Dyn. Mix https://dair-iitd.github.io/FloDial

OpenDialKG [124] Open-ended Dialog and KG parallel corpus called OpenDialKG, where
each utterance from 15K human-to-human role-playing dialogs is man-
ually annotated with ground-truth reference to corresponding entities
and paths from a large-scale KG with 1M+ facts.

Knowl. Dyn. Mix https://github.com/
facebookresearch/opendialkg

FEDI [137] FEDI, the first English task-oriented and document-grounded dialogue
dataset annotated with implicit user feedback, emotions and demo-
graphic information.

Knowl. Mix Mix https://github.com/UKPLab/FEDI

Situated Actions in
Dialogue [164]

Action and Abstract Meaning Representation annotations for first-
person point-of-view videos (based on the Fibonacci Weights Task
dataset and Epic Kitchens dataset).

Knowl. Mix Mix upon request/unknown

Japanese Move Rec-
ommendations with
external and speaker-
derived grounding
[83]

Annotated knowledge-grounded dialogue corpus Japanese Movie Rec-
ommendation Dialogue that contains >5K dialogues. Each entity is an-
notated with its information source, either derived from external knowl-
edge (database-derived) or the speaker’s own knowledge, experiences,
and opinions (speaker-derived).

Knowl. Mix Mix upon request/unknown

Task2Dial [156] A dataset of document-grounded task-based dialogues, where an Infor-
mation Giver (IG) provides instructions (by consulting a document) to
an Information Follower (IF). The dataset contains dialogues with an
average 18.15 number of turns grounded in 353 documents.

Knowl. Mix Mix http://www.huggingface.co/
datasets/cstrathe435/Task2Dial

QAConv [181] A question-answering (QA) dataset that uses conversations as a knowl-
edge source and offers 34608 QA pairs with both human-written and
machine-generated questions.

Knowl. Mix Mix https://github.com/salesforce/
QAConv

A Dataset for Con-
versational Curiosity
[146]

14K dialogues (181K utterances) where users and assistants converse
about geographic topics like geopolitical entities and locations. This
dataset is annotated with pre-existing user knowledge, message-level
dialog acts, grounding to Wikipedia, and user reactions to messages.

Knowl. Mix Mix http://curiosity.pedro.ai/

BridgeKG [151] Annotated human conversations across five knowledge domains, 26
information-seeking conversations and 669 dialogue turns.

Knowl. Stat. Mix https://github.com/philotron/
Bridge-KG

DialogStudio [199] Collection with diverse data from open-domain dialogues, task-oriented
dialogues, natural language understanding, conversational recommen-
dation, dialogue summarization, and knowledge-grounded dialogues.

Knowl. Stat. Mix https://github.com/salesforce/
DialogStudio



Table 4. Datasets. Abbreviations: Knowl. (Knowledge), Multi (Multimodal), Stat. (Static), Dyn. (Dynamic), Cont. (Contextual) and Dom. (Domain).

Dataset Description Modality Type Scope Data URL
SK-TOD [207] Subjective-Knowledge Task-Oriented Dialogue (SK-TOD) dataset con-

tains subjective knowledge-seeking dialogue contexts and manually an-
notated responses grounded in subjective knowledge sources. SK-TOD
has >9K instances consisting of subjective user requests and subjective
knowledge-grounded responses.

Knowl. Stat. Mix https://github.com/alexa/
dstc11-track5

HPD [25] Harry Potter Dialogue (HPD) dataset in English and Chinese is an-
notated with vital background information, including dialogue scenes,
speakers, character relationships, and attributes. It has >1K dialogues.

Knowl. Stat. Mix https://nuochenpku.github.io/HPD.
github.io

RSD [61] Response Selection Data (RSD) dataset where responses from multi-
ple response generators produced for the same dialog context are man-
ually annotated as appropriate (positive) and inappropriate (negative).
The data has 100K interactiona and 2.5 million turns.

Knowl. Stat. Mix upon request/unknown

COMET [88] A new task-oriented dialog dataset COMET, which contains 11.5K
user-assistant dialogs (totalling 103K utterances), grounded in simu-
lated personal memory graphs.

Knowl. Stat. Mix https://github.com/
facebookresearch/comet_memory_
dialog

Augmented Multi-
WOZ 2.1 [81]

An augmented version of MultiWOZ 2.1, which includes new out-
of-API-coverage turns and responses grounded on external knowledge
sources. The dataset contains >10K dialogues with >9K augmented
turns.

Knowl. Stat. Mix upon request/unknown

MGConvRex [187] A new Memory Graph (MG) - Conversational Recommendation paral-
lel corpus called MGConvRex with 7K+ human-to-human role-playing
dialogs, grounded on a large-scale user memory bootstrapped from real-
world user scenarios.

Knowl. Stat. Mix upon request/unknown

Annotated Weights
Task Dataset [75]

A dataset of multimodal interactions in a shared physical space with
speech transcriptions, prosodic features, gestures, actions, and facets of
collaboration (based on the Weights Task).

Multi Dyn. Cont. https://github.com/csu-signal/
Common-Ground-detection

J-CRe3 [172] A Japanese Conversation dataset for Real-world Reference Resolution
(J-CRe3) that contains video and dialogue audio of real-world conver-
sations between two people acting as a master and an assistant robot at
home. The dataset is annotated with crossmodal tags between phrases in
the utterances and the object bounding boxes in the video frames. These
tags include indirect reference relations, such as predicate-argument
structures and bridging references as well as direct reference relations.

Multi Dyn. Cont. https://github.com/riken-grp/
J-CRe3

LoCoMo [114] LoCoMo, a dataset of very long-term conversations, each encompassing
600 turns and 16K tokens on avg., over up to 32 sessions. The dialogues
are grounded on personas and temporal event graphs.

Multi Dyn. Cont. https://snap-research.github.io/
locomo

Chinese Whispers
[85]

The corpus with 34 interactions, where each subject first assembles and
then instructs how to assemble IKEA furniture. The dataset has speech,
eye-gaze, pointing gestures, and object movements, as well as subjec-
tive interpretations of mutual understanding, collaboration and task re-
call.

Multi Dyn. Cont. https://www.kth.se/profile/diko/
page/material

Spatial AMR and
Grounded Minecraft
Dataset [14]

A multimodal corpus consisting of 170 3D structure-building dialogues
between a human architect and human builder in Minecraft. The data
contain sentence-level and document-level annotations designed to cap-
ture implicit information, the coordinates and the spatial framework an-
notation ground the spatial language in the dialogues.

Multi Dyn. Cont. https://github.com/cu-clear/
Spatial-AMR/

OneCommon [171] OneCommon Corpus for visual conversational grounding with 600
dialogues annotated with spatial expressions that capture predicate-
argument structure, modification and ellipsis.

Multi Dyn. Cont. https://github.com/Alab-NII/
onecommon

The Niki and Julie
Corpus [7]

The Niki and Julie corpus contains more than 600 dialogues between
human participants and a human-controlled robot or virtual agent, en-
gaged in a series of collaborative item-ranking tasks designed to mea-
sure influence. Some of the dialogues contain deliberate conversational
errors by the robot, designed to simulate the kinds of conversational
breakdown that are typical of present-day automated agents. Data col-
lected include audio and video recordings, the results of the ranking
tasks, and questionnaire responses; some of the recordings have been
transcribed and annotated for verbal and nonverbal feedback.

Multi Dyn. Cont. upon request/unknown

REX Corpora [163] A collection of multimodal corpora of referring expressions, the REX
corpora. The corpora include time-aligned extra-linguistic information
such as participant actions and eye-gaze on top of linguistic informa-
tion, also the dialogues were collected with various configurations in
terms of the puzzle type, hinting and language. The REX corpora con-
tain 226 dialogues.

Multi Dyn. Cont. upon request/unknown

GreThE [128] GreThE, the Greek Theatrical Emotion dataset, a publicly available data
collection for speech emotion recognition in Greek theatrical plays. The
dataset contains 500 utterances that have been annotated in terms of
their emotional content (valence and arousal).

Multi Mix Cont. https://github.com/magcil/GreThE

Memory Dialog [125] A corpus of memory grounded conversations, which comprises human-
to-human role-playing dialogues given synthetic memory graphs with
simulated attributes and connections to real entities (e.g. locations,
events, public entities).

Multi Mix Cont. upon request/unknown



Table 5. Datasets. Abbreviations: Knowl. (Knowledge), Multi (Multimodal), Stat. (Static), Dyn. (Dynamic), Cont. (Contextual) and Dom. (Domain).

Dataset Description Modality Type Scope Data URL
FUSE [166] FrUstration and Surprise Expressions (FUSE) is a multimodal corpus

for expressive task-based spoken language and dialogue, focusing on
language use under frustration and surprise.

Multi Stat. Cont. https://fusecorpus.github.io/FUSE/

MPCHAT [2] MPCHAT is the first multimodal persona-based dialogue dataset which
extends persona with both text and images to contain episodic memo-
ries. It contains 15K dialogues sourced from Reddit.

Multi Stat. Cont. https://github.com/ahnjaewoo/
MPCHAT

NICE [24] Neural Image Commenting with Empathy (NICE) dataset consists of al-
most two million images and the corresponding human-generated com-
ments with a set of human annotations. The dataset can be used to gen-
erate dialogues grounded in a user-shared image with increased emotion
and empathy while minimizing offensive outputs.

Multi Stat. Cont. https://nicedataset.github.io/

SIMMC 2.0 [87] A dataset for Situated and Interactive Multimodal Conversations,
SIMMC 2.0, which includes 11K task-oriented user-assistant dialogs
(117K utterances) in the shopping domain, grounded in immersive and
photo-realistic scenes.

Multi Mix Dom. https://github.com/
facebookresearch/simmc2

HybriDialogue [129] A dialogue dataset, HybriDialogue, which consists of crowdsourced
natural conversations grounded on both Wikipedia text and tables. The
conversations are created through the decomposition of complex multi-
hop questions into simple, realistic multiturn dialogue interactions.

Multi Stat. Dom. https://github.com/entitize/
HybridDialogue

KOMODIS [48] Knowledgable and Opinionated MOvie DIScussions (KOMODIS) is a
labeled dialogue dataset in the domain of movie discussions, where ev-
ery dialogue is based on pre-specified facts and opinions. It contains
>7K dialogues and >103K utterances.

Multi Stat. Dom. https://github.com/fabiangal/
komodis-dataset

SIMMC [126] Situated Interactive MultiModal Conversations (SIMMC) is a dataset
with 13K human-human dialogs ( 169K utterances) collected using a
multimodal Wizard-of-Oz (WoZ) setup, on two shopping domains: (a)
furniture – grounded in a shared virtual environment; and (b) fashion –
grounded in an evolving set of images. Data include multimodal context
of the items appearing in each scene, and contextual NLU, NLG and
coreference annotations.

Multi Dyn. Mix https://github.com/
facebookresearch/simmc

RED [177] Reddit Emotional Distress (RED) is a large-scale dialogue dataset that
contains 1.3M peer support dialogues spanning across more than 4K
distress-related topics.

Other Dyn. Cont. https://github.com/yehchunhung/
EPIMEED

MDMD [206] A multi-label dialogue malevolence detection (MDMD) dataset where a
dialogue response is considered malevolent if it is grounded in negative
emotions, inappropriate behavior, or an unethical value basis in terms
of content and dialogue acts. MDMD contains >8K utterances.

Other Dyn. Cont. https://github.com/repozhang/
malevolent_dialogue

Dynamic OneCom-
mon [170]

A large-scale dataset of 5617 dialogues to enable fine-grained evalua-
tion, using complex spatio-temporal expressions to create and maintain
common ground over time in dynamic environments.

Other Dyn. Cont. https://github.com/Alab-NII/
dynamic-onecommon

HuRDL [53] The Human-Robot Dialogue Learning (HuRDL) corpus is a dialogue
corpus with 22 dialogues and 1122 turns collected in an online interac-
tive virtual environment in which human participants play the role of a
robot performing a collaborative tool-organization task. The data can be
used to improve question generation in situated intelligent agents.

Other Dyn. Cont. https://github.com/
USArmyResearchLab/
ARL-HuRDL

ESConv [103] Emotion Support Conversation dataset (ESConv) with rich annotation
(especially support strategy) in a help-seeker and supporter mode for
1K dialogues.

Other Dyn. Cont. https://github.com/thu-coai/
Emotional-Support-Conversation

CreST [52] A corpus of spontaneous, task-oriented dialogue (CReST corpus),
which was annotated for disfluencies and conversational moves that can
facilitate grounding and coordination.

Other Dyn. Cont. upon request/unknown

EmpatheticDialogues
[143]

EmpatheticDialogues is a dataset of 25K conversations grounded in
emotional situations, the data were gathered from 810 different partici-
pants.

Other Mix Cont. https://parl.ai/

ProsocialDialog [78] The ProsocialDialog dataset consists of 58K dialogues, with 331K ut-
terances, and 497K dialogue safety labels accompanied by free-form
rationales. It can be used for generating more socially acceptable dia-
logues grounded in social norms.

Other Stat. Dom. https://hyunw.kim/prosocial-dialog

BSBT [80] Blended Skill BotsTalk (BSBT), a large-scale multi-skill dialogue
dataset comprising 300K conversations where agents are grounded to
the specific target skills.

Other Stat. Dom. https://github.com/convei-lab/
BotsTalk

JIC [132] Journal Intensive Conversations (JIC) is a journal-based conversational
dataset with around 400,000 dialogues and a framework for generating
personalized conversations using long-form journal entries from Red-
dit. The data capture common personality traits — openness, conscien-
tiousness, extraversion, agreeableness, and neuroticism — ensuring that
dialogues authentically reflect an individual’s personality.

Persona Mix Cont. https://github.com/Sayantan-world/
Beyond-Discrete-Personas

KBP [173] A personalized knowledge-grounded dialogue dataset Knowledge Be-
hind Persona (KBP) is the first to consider the dependency between per-
sona and implicit knowledge. It comes with >2K dialogues grounded in
persona and knowledge.

Persona Stat. Cont. https://github.com/ruleGreen/
SAFARI



Table 6. Datasets. Abbreviations: Knowl. (Knowledge), Multi (Multimodal), Stat. (Static), Dyn. (Dynamic), Cont. (Contextual) and Dom. (Domain).

Dataset Description Modality Type Scope Data URL
LiveChat [50] The LiveChat dataset is composed of 1.33 million real-life Chinese di-

alogues with almost 3800 average sessions across 351 personas and
fine-grained profiles for each persona representing multi-party conver-
sations.

Persona Stat. Cont. https://github.com/gaojingsheng/
LiveChat

PersonaMinEdit [180] The PersonaMinEdit dataset is derived from PersonaChat with multiple
human references for the edited response, it can be used to evaluate
persona-grounded minimal editing.

Persona Stat. Cont. https://github.com/thu-coai/
grounded-minimal-edit

MaLP [200] The dataset contains 11K dialogues, it is based on an open-source med-
ical corpus and can help with building personalized medical assistants.
The dataset is focusing on medical scenarios, including domain and
commonsense information as well as personal details (e.g., chronic dis-
eases, dialogue preferences).

Persona Mix Dom. https://github.com/MatthewKKai/
MaLP

PeaCoK [51] A large-scale persona commonsense knowledge graph, PeaCoK, con-
tains 100K human-validated persona facts. It formalizes five common
aspects of persona knowledge: characteristics, routines and habits, goals
and plans, experiences, and relationships.

Persona Stat. Mix https://github.com/Silin159/
PeaCoK

Persona-Chat [203] Persona-Chat is a crowd-sourced dataset, collected via Amazon Me-
chanical Turk, where each of the pair of speakers condition their di-
alogue on a given profile, which is provided. The dataset is based on
1155 possible personas and provides 11K dialogues.

Persona Stat. Mix https://github.com/
facebookresearch/ParlAI/tree/
master/projects/personachat

RealPersonaChat
[190]

RealPersonaChat (RPC) corpus is based on collecting the actual person-
ality traits and personas of interlocutors and having them freely engage
in dialogue. This corpus contains 14K dialogues in Japanese and repre-
sents one of the largest corpora of dialogue data annotated with personas
and personality traits.

Persona Stat. Mix https://github.com/nu-dialogue/
real-persona-chat

VSTAR [174] Video-grounded Scene &Topic AwaRe dialogue (VSTAR) dataset is a
large scale video-grounded dialogue understanding dataset based on
395 TV series. It contains annotations for scene and topic transitions.
VSTAR contains 185K dialogues.

Visual Dyn. Cont. https://vstar-benchmark.github.io/

SIMMC-2.0 [184] SIMMC-2.0 is a video-grounded task-oriented dialog dataset that cap-
tures real-world AI-assisted user scenarios in virtual reality. It contains
fine-grained and scene-grounded annotations for 4K dialogues.

Visual Dyn. Cont. https://github.com/patrick-tssn/
VSTAR

DVD [94] A Diagnostic Dataset for Video-grounded Dialogue (DVD) was de-
signed to contain minimal biases and has detailed annotations for the
different types of reasoning over the spatio-temporal space of video.
Dialogues were synthesized over multiple question turns, each of which
was injected with a set of cross-turn semantic relationships. DVD was
built from 11K CATER synthetic videos and contains 10 instances of
10-round dialogues for each video, resulting in more than 100K dia-
logues and 1M question-answer pairs.

Visual Dyn. Cont. https://github.com/
facebookresearch/DVDialogues

VFD [71] A visually-grounded first-person dialogue (VFD) dataset with verbal
and non-verbal responses. The VFD dataset provides manually anno-
tated (1) first-person images of agents, (2) utterances of human speak-
ers, (3) eye-gaze locations of the speakers, and (4) the agents’ verbal
and non-verbal responses. For the verbal response selection task, VFD
dataset has almost 600K dialogues. For the non-verbal response selec-
tion task it contains around 160K dialogues.

Visual Dyn. Cont. https://randd.yahoo.co.jp/en/
softwaredata

PhotoBook [59] The dataset was collected through a collaborative game prompting two
online participants to refer to images utilising both their visual context
as well as previously established referring expressions. This resulted in
2500 annotated dialogues.

Visual Dyn. Cont. https://dmg-photobook.github.io/

CoDraw [79] This dataset is based on a Collaborative image-Drawing game between
two agents, called CoDraw. The game is grounded in a virtual world
that contains movable clip art objects and involves two players: a Teller
and a Drawer. The Teller sees an abstract scene containing multiple clip
art pieces in a semantically meaningful configuration, while the Drawer
tries to reconstruct the scene on an empty canvas using available clip
art pieces. The two players communicate with each other using natural
language. The CoDraw dataset contains 10K dialogs with 138K mes-
sages exchanged between human players.

Visual Dyn. Cont. https://github.com/
facebookresearch/CoDraw

CLEVR-Dialog [86] CLEVR-Dialog is a large diagnostic dataset for studying multi-round
reasoning in visual dialog. The dialog grammar is grounded in the scene
graphs of the images from the CLEVR dataset. This combination results
in a dataset where all aspects of the visual dialog are fully annotated. In
total, CLEVR-Dialog contains 5 instances of 10-round dialogs for about
85K CLEVR images, totaling to 4.25M question-answer pairs.

Visual Dyn. Cont. https://github.com/satwikkottur/
clevr-dialog

Twitch-FIFA [136] The Twitch-FIFA dataset is a video-context, many-speaker dialogue
dataset based on live-broadcast soccer game videos and chats from
Twitch.tv. It is based on 49 FIFA-18 game videos along with their users’
chat. The dataset provides the triples with video context, chat context,
and response data.

Visual Dyn. Cont. https://github.com/
ramakanth-pasunuru/
video-dialogue



Table 7. Datasets. Abbreviations: Knowl. (Knowledge), Multi (Multimodal), Stat. (Static), Dyn. (Dynamic), Cont. (Contextual) and Dom. (Domain).

Dataset Description Modality Type Scope Data URL
GuessWhat?! [37] The goal of the GuessWhat?! game is to locate an unknown object in

a rich image scene by asking a sequence of questions. Higher-level im-
age understanding, like spatial reasoning and language grounding, is
required to solve the task. The dataset consists of 150K human-played
games with a total of 800K visual question-answer pairs on 66K im-
ages.

Visual Dyn. Cont. https://guesswhat.ai/download

MeetUp! [66] MeetUp! is a two-player coordination game where players move in a
visual environment, with the objective of finding each other. To do so,
they must talk about what they see, and achieve mutual understanding.
The collected data includes 5695 annotated turns.

Visual Dyn. Cont. https://github.com/clp-research/
meetup

Visually Grounded
Follow-up Questions
[42]

A dataset of questions that require grounding both on the visual input
and the dialogue history. The dataset is based on GuessWhat?! And
focuses on the follow-up questions that require multimodal ground-
ing, such questions can be extracted by identifying patterns of trigger-
zoomer questions where trigger restricts the context and zoomers are
spatial questions that requires triggers to be answered first.

Visual Dyn. Cont. https://github.com/tianaidong/
2021SpLU-RoboNLP-VISPA

PentoRef [195] PentoRef is a corpus of task-oriented dialogues collected in systemat-
ically manipulated settings. The corpus is multilingual, with English
and German sections, and overall comprises more than 20K utterances.
The dialogues are fully transcribed and annotated with referring expres-
sions mapped to objects in corresponding visual scenes, which makes
the corpus a rich resource for research on spoken referring expressions
in generation and resolution. The corpus includes several sub-corpora
that correspond to different dialogue situations where parameters re-
lated to interactivity, visual access, and verbal channel have been ma-
nipulated in systematic ways.

Visual Dyn. Cont. https://github.com/clp-research/
pentoref

Image-Chat [153] Image-Chat consists of 202K dialogues over 202K images using 215
possible style traits. It is a dataset of grounded human-human conversa-
tions, where speakers are asked to play roles given a provided emotional
mood or style, as the use of such traits is also a key factor in engaging-
ness

Visual Mix Cont. http://parl.ai/projects/image_chat

VisdialConv [1] VisdialConv is a subset of the VisDial validation set consisting of 97
dialogs, where the crowd-workers identified single turns (with dense
annotations) requiring historical information. The crowd-workers were
asked whether they could provide an answer to a question given an im-
age, without showing them the dialog history.

Visual Mix Cont. https://github.com/
shubhamagarwal92/
visdialconv-amt

IGC [127] Image Grounded Conversations (IGC) is a dataset in which natural-
sounding conversations are generated about a shared image. This is
a multiple reference dataset of crowd-sourced, event-centric conversa-
tions on images, where visual grounding constrains the topic of conver-
sation. It contains >4K conversations.

Visual Mix Cont. https://www.microsoft.com/en-us/
download/details.aspx?id=55324&
751be11f-ede8

MMChat [211] MMChat is a large scale Chinese multi-modal dialogue corpus (32.4M
raw dialogues and 120.84K filtered dialogues). MMChat contains
image-grounded dialogues collected from real conversations on social
media.

Visual Stat. Cont. https://github.com/silverriver/
MMChat

Region-under-
Discussion for Visual
Dialog [117]

A subset of the Guesswhat?! questions for which their dialog his-
tory completely changes the responses. Natural language understanding
grounded in vision.

Visual Stat. Cont. https://github.com/mmazuecos/
Region-under-discussion-for-visual-dialog

BURCHAK [193] A human-human dialogue dataset for interactive learning of visually
grounded word meanings through ostensive definition by a tutor to a
learner. The dataset contains 177 dialogues (each about one visual ob-
ject) with a total of 2454 turns.

Visual Dyn. Mix https://service.tib.eu/ldmservice/
dataset/burchak-corpus


