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Abstract

Generative Al models have recently achieved astonishing results in quality and are consequently employed in a fast-growing
number of applications. However, since they are highly data-driven, relying on billion-sized datasets randomly scraped from
the internet, they also suffer from degenerated and biased human behavior, as we demonstrate. In fact, they may even reinforce
such biases. To not only uncover but also combat these undesired effects, we present a novel strategy, called FAIR Dirru-
SION, to attenuate biases during the deployment of generative text-to-image models. Specifically, we demonstrate shifting a
bias in any direction based on human instructions yielding arbitrary proportions for, e.g., identity groups. As our empirical
evaluation demonstrates, this introduced control enables instructing generative image models on fairness, requiring no data

filtering nor additional training.

Keywords Fairness - Stable diffusion - Text-guided image generation - Text-to-image synthesis - Model audit - Model

debiasing

1 Introduction

Artificial intelligence (AI) has become an integral part of our
lives. However, the deployment of Al systems has sparked
a debate on important ethical concerns, especially around
fairness. There is a growing concern that Al systems per-
petuate and even amplify existing biases, leading to unfair
outcomes. One key area where fairness is critical is text-
to-image synthesis [1-5], which has revolutionized a range
of applications, including marketing and social media. Dif-
fusion Models (DM), like Stable Diffusion (SD) [1], have
recently become a widely used variant of image synthesis
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models, which generate realistic and high-quality images
based on text input.

However, despite these successes, they inherently suffer
from biased [6—8] and unfair behavior (cf. Fig. 1) similar
to generative language models [9]. One particular asser-
tion being made concerns bias amplification [8]. In order
to understand bias flow within a diffusion model (e.g. bias
amplification) it is necessary to audit each model component
for bias and compare them. In this regard, our approach is
twofold. (i) Therefore, as a means to understand bias flow
within a diffusion model, we audit each of their components
for biases. (ii) After the audit, we eventually tackle miti-
gating the found biased behavior. Inspired by advances in
instructing Al systems based on human feedback [10, 11],
we here explore bias mitigation via the instruction of text-to-
image models on fairness. As part of our audit, we evaluate
biases in the publicly available text-to-image model SD, its
large-scale training dataset LAION (Large-scale Artificial
Intelligence Open Network) [12] as well as its pre-trained
CLIP (Contrastive Language-Image Pre-Training) text
encoder [13]. Therefore, we created a subset of LAION-
5B [12] containing over 1.8M images depicting over 150
occupations to approximate the data’s gender occupation
bias. On the other hand, we identify potential strategies for
addressing these gender biases. To this end, we propose a
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Stable Diffusion

Fair Diffusion

Fig.1 Stable diffusion (top row) runs the risk of lacking diversity
in its output (here, e.g., only White male-appearing persons as “fire-
fighters”). In contrast, FAIR DirrusioN (bottom row) allows one to

novel and advanced strategy, FAIR Dirrusion, to promote fair-
ness (cf. Fig. 1). It utilizes a (textual) interface to instruct the
model on fairness during deployment, which we envision as
essential for designing and implementing fair DMs.

FaIr Dirrusion builds on critical concepts captured in a
model from its training and steers them in a given direction
to increase fairness at inference. The user is put in control
and guides the model by instructing it on fairness. For the
first time, FAIR Dirrusion offers a practical approach to fair-
ness in DMs. This way, it is possible to realize different
notions of fairness, e.g., outcome impartiality, in a single
framework easily accessible to individuals. By addressing
these fairness issues, we pave the way for DMs to be used
in a way that is fairer and more beneficial to society. More
importantly, with our strategy, users regain some control
over the model’s output, which has previously been ceded
to a small number of entities with large computational
resources. To summarize, we contribute by

(i) auditing the components of Stable Diffusion for
(gender-occupation) biases to identify potential bias
amplification,

(i) proposing and evaluating a novel strategy, FAIR DiF-
FUSION, to overcome and mitigate unfair model out-
comes,

(iii) discussing future pathways for fair generative image
models, specifically how they can be integrated into
societies to directly promote fairness with a user in
control.

We provide the data and code to reproduce our experiments,
enabling model providers to build upon our approach.'

! Available at https://anonymous.4open.science/r/faidi_anon-7D6E.
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introduce fairness—increasing outcome impartiality—according to a
user’s preferences (e.g., group identities of “firefighters”)

The paper is organized as follows. We start off with
related work on bias mitigation in large-scale models in
Sect. 2. Next, in Sect. 3, we introduce the background and
underlying methodology of Far Dirrusion, which enables
us to mitigate biases in diffusion models, including the
applied definition of fairness. In Sect. 4, we examine the
components of Stable Diffusion for biases and demonstrate
their mitigation using FaIr DirrusioN on the example of
gender occupation bias. Before concluding, in Sect. 5, we
extensively discuss our results and highlight a focal shift in
achieving fairness through interaction with biased models
during deployment.

Disclaimer This paper depicts images of different kinds
of biases and stereotypes that some readers may find offen-
sive. We emphasize that the goal of this work is to investi-
gate and eventually mitigate these biases, which are already
present in generative models. We do not intend to discrimi-
nate against identity groups or cultures in any way.

2 Related work on bias mitigation

Recently, many approaches have been proposed to create
models with fairness in mind. For large-scale models, these
methods can be categorized with respect to three paradigms:
(1) pre-processing the training data to remove bias before
learning, (2) enforcing fairness during training by introduc-
ing constraints on the learning objective, and (3) post-pro-
cessing approaches to modify the model outcome during
deployment.

For the first paradigm, several works [14—16] have
focussed on documenting datasets as a predecessor for
preprocessing. For example, Yang et al. [14] annotated the
ImageNet dataset for protected attributes, whereas Prabhu
et al. [15] and Schramowski et al. [16] focus on safety
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Fig.2 Setup of large-scale Al models. Many recent Al systems are
centered around a pre-trained model [36]. For one, this model is pre-
trained on large-scale data, often multimodal. On the other hand, it is
adapted to a downstream task, e.g., by fine-tuning. This work focuses
on DMs, and for many of them, CLIP serves as the pre-trained

concepts. As a next step, for DMs specifically, Nichol et
al. [4] filtered the data prior to training in order to miti-
gate bias through the removal of biased data. However, they
observed the filtered model continuing to exhibit bias while
encountering adverse effects such as a loss in generalization
ability. These results highlight that creating a completely
bias-free dataset is not feasible. Additionally, different defi-
nitions of fairness would each require a dedicated dataset
and thus model tailored to the targeted fairness character-
istics. This contradicts a major principle of large-scale pre-
training, i.e., training one model on only one (large) dataset
and subsequently using it for various downstream tasks.
Hence, data pre-processing alone does not provide an apt
solution for mitigating biases.

Other works follow the second paradigm by optimiz-
ing the model’s parameters. Common approaches to debias
concepts in a DM are jointly training or finetuning a model
with adversarial training [17-19], a distributional alignment
loss [20], or time-dependent importance reweighting [21].
Similarly, Zhang et al. [22] employ reinforcement learning
approaches to optimize a model for fairness. There are also
multiple approaches that learn special fair tokens that are
appended or inserted to each input prompt in order to debias
image generation [23-25]. Lastly, Li et al. [26] optimize
the embedding space and Shrestha et al. [27] integrate and
train a retrieval mechanism for fair image generation. Yet, all
these approaches require many resources (specifically com-
putation, memory, and time) and cannot be applied ad hoc.

In contrast, our work targets the (post-process) deploy-
ment stage of DMs, i.e. the third paradigm. Fortunately,
large-scale models are not at the mercy of under-curated
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E———
Object Detection
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Sentiment Analysis

model, which is trained on text and image data (dashed boxes, left).
It is adapted for the downstream task such that only its text encoder is
integrated into the DM to generate images from this text (dashed box,
right). In turn, the DM is adapted to the downstream task by fine-tun-
ing on task-specific data. (Best viewed in color) (color figure online)

data. Schramowski et al. [6] demonstrated that biased rep-
resentations learned during pre-training can be exploited to
suppress unwanted and inappropriate behavior in the down-
stream task. While their work focused on suppressing inap-
propriate content like pornography, we here focus on fair
outcomes. In general, several image guidance and editing
techniques during deployment [28—31] have been proposed.”
In this work, we employ a guidance technique similar to
SEGaA [28]. With this tool at hand, users can instruct a model
on their individual definition of fairness. Previous stud-
ies have already shown that such user instructions are an
essential component for machine learning models to enable
user alignment [10, 33, 34], trust [35], and overall model
performance [11].

3 Fair diffusion

Before we examine biases in text-to-image models and
corresponding mitigation strategies, let us present a novel
strategy, FAIR DirrusioN. To this end, we propose to instruct
text-to-image DMs on fairness with textual guidance. First,
we generally explain image generation with textual guid-
ance. Next, we elaborate on fairness definitions in the scope
of investigating DMs. Finally, we devise our new fairness
strategy as well as means for audit and evaluation.

2 There are also other post-process methods available, e.g. prompt
engineering methods [32], but they substantially change the generated
content.
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3.1 Text-guided image generation

As visualized in Fig. 2, many recent models, like DMs, train
on large-scale datasets and additionally incorporate other
large-scale pre-trained models. These are important aspects
to perform well on text-to-image generation tasks and gen-
eralize over multiple domains. The information transfer
from the pre-trained model and the downstream adaptation
in DMs helps these models achieve remarkable performance.
However, both components will introduce biases into the
models, as we demonstrate in our experiments.

The underlying intuition of DMs for image generation is
as follows: the generation starts from random noise z, and
the goal is to remove this noise in order to obtain a high-
quality output. The DM calculates an estimate of the current
noise € in an image. Subtracting this noise estimate from the
initial noisy image results in a high-fidelity noise-free image
x = z — €. Since predicting this noise is a hard problem, mul-
tiple denoising steps T are applied iteratively. In each step,
the current noise is estimated, of which a small amount é, is
subtracted, approximating the overall é.

L1 =%~ 6 €))

The final image x is equivalent to the last iteration of denois-
ing steps, x = z;. For text-to-image generation, the model’s
é-prediction starts from random noise z, and is conditioned
on text-prompt p, which is encoded to ¢, overall resulting
in a generated image faithful to that prompt

€ = DMy(z,. ¢,) = €5(z,5¢,) - 2)

The textual interface, i.e. text conditioning, is realized
through classifier-free guidance [37], the standard tech-
nique for current diffusion models. In more detail, during
image generation, the unconditioned noise prediction €,(z,)
is pushed in the direction of the text-conditioned €,(z,, c,)
to yield an image aligned with prompt p. For the interested
reader, more details on the general function of diffusion
models can be found at [38]. As we will show, we improve
this text conditioning to steer the generated image toward
fairer outcomes by leveraging multiple text instructions.

3.2 Fairness for diffusion models

Fairness has always been a challenging concept to define [39,
40]. Definitions of fairness and bias, like many ethical con-
cepts, are always controversial, resulting in many valid defi-
nitions, as discussed by many [39—42]. Roughly, fairness can
be summarized as the absence of any tendency in favor of a
person due to some attribute. However, fairness is inherently
subjective and overall incomplete. In general, only in very
specific and constrained situations, it is possible to satisfy
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multiple of these fairness notions. In turn, a universal defini-
tion is not available as investigated by previous works [40,
43-45]. We define fairness for FAR DiFrusioN, in line with
closely related work on fairness [46], as algorithmic fairness
for a dataset and model.

Definition 1 Given a (synthetic) dataset D, fairness or sta-
tistical parity is defined as

Px,y=1la=1)=Px,y=1la=0). ?3)

Here, y € Y is the label of a respective data point x € X,
a is a protected attribute and P is a probability. For example,
x can be an image with the label y “firefighter” and a the
protected attribute “gender”. Definition 1 can be used to
evaluate the fairness of a dataset but also a generative model.
Typically, datasets consist of real-world data x with human
labels y. For a generative model, a dataset can be syntheti-
cally generated to enable an empirical fairness evaluation.
In that case, a data point is obtained through x = #(y), where
the model # is prompted by the user with the desired text
label y. The model 5 can represent any generative down-
stream task for any input modality (visual, textual, etc.). For
instance, we consider # as a generative DM mapping from
text (also called prompt p) to images, x = 7(p). In other
words, we define a dataset to be fair if Definition 1 holds,
i.e., there is no disproportionate weight in favor of attribute
a in the data. Similarly, we define a model to be fair if the
same holds for a model’s generated output (e.g., images).
The given definition ensures fairness for a binary attribute
but can be generalized to multiple non-binary attributes. Yet,
they may interfere with each other such that it becomes more
challenging to satisfy them at the same time. Furthermore,
this fairness definition requires all attributes to be known,
definable, measurable, and separable. We discuss the limita-
tions of this definition later (cf. Sect. 5). To ensure statistical
parity (Definition 1), both attribute expressions must be rep-
resented equally in the model’s outcome. This results in a
uniform probability distribution, assigning the same Frob-

ability to each expression of an attribute, i.e. P(a) = e

3.3 Instructing text-to-image models on fairness

With a definition of fairness established, the next step is to
actually enforce and maximize it during image generation.
Let us now understand the general setup of FAIR DIrrusioN
(cf. Fig. 3) before delving into the technical details.

In line with the goal of instructing DMs on fairness,
previous work has proposed approaches to control image
generation. While FaIrR DIrrusioN can, in principle, utilize
any of these techniques, we here evaluate FalrR DirrusioN
with Semantic Guidance (SEGA [28]). SEcA extends the
image generation with additional textual guidance terms
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Fig.3 Far DirrusioN deployment. A user inserts a prompt to gen-
erate an image. With the help of fair guidance, image generation is
steered toward a fairer outcome. Here, the fair instructions are real-
ized with a lookup table: the biased concept is recognized, and thus
guidance y is applied. Like in Eq. (5), the fair instructions e; are trans-

which enable flexible image manipulations. This way,
certain concepts in an image can be changed with high
precision and quality. Building on this tool, we can guide
a model to promote fairness and reduce bias in its out-
comes through additional text conditioning. Intuitively
and on a high level, FAIR Dirrusion extends the standard
image generation with an additional fair guidance term y
(cf. Eq. 5). Fair guidance can be seen as an additional con-
trol tool, which aligns the model outcome with the users’
fair instructions. We generate an image with

x=np.y). 4)

This way, the image generation # is a function of text input
prompt p and fairness conditioning y. In turn, y depends
on additional textual descriptions of attribute expressions
e;, with guidance scale and direction s, . The direction of
the fair guidance is randomly switched based on P (Eq. 3),
in order to realize the different expressions of one attrib-
ute. Consequently, each ¢; is either increased or decreased
depending on the expression that should be promoted/ sup-
pressed. FAR DiFrusioN supports arbitrary distributions P
enabling the implementation of different definitions of fair-
ness. For the evaluation, we verify the resulting attribute
distributions with a classifier. Ideally, the user-defined and
measured distributions match.

Figure 3 illustrates a user generating images display-
ing “firefighters” with FAIR Dirrusion. Fair guidance helps
to generate more diverse “firefighters”. In this binary
example, concept e, is promoted (+) and e, suppressed
(—) during image generation. For instance, the genera-
tion is conditioned on +“female” and —*“male”, yielding

\ 4
| = \.
+S€1. —SCZl

n firefighter”

Fair Guidance Y

formed into vectors c, by the text encoder and can be scaled by s, .
Here two editing prompts (purple-colored vectors) are illustrated. The

lookup table can be set up by any user. (Best viewed in color) (color
figure online)

a “female”-appearing “firefighter”. Here, a lookup table
serves as an automatic means to identify text prompts
requiring fair guidance. It contains fair instructions that
realize fair guidance to align the output with users’ fair-
ness notions. This allows FAIR DIFrusioN to be automatized
and integrated into deployed models and their APIs.

Fair guidance In the following, we explain image gen-
eration with fair guidance in more detail. In addition to
text prompt p, fair guidance is provided via textual attrib-
ute descriptions e; (with their own scale and direction). To
this end, we extend standard text-guided image generation
from Eq. (2) with fair guidance, resulting in Eq. (5). This
extends the previous noise estimation for image generation
from €,(z,, ¢,,)) t0 €y(z,, ¢, ¢,). This way, the image generation
is conditioned on the normal input prompt (classifier-free
guidance) and additionally on the fairness instructions (fair
guidance). The resulting e-estimate can be written as

€92 CprC) = €9(2) + 5, (€9(2,.C,) — €9(2)) + ¥ (2 € 8,)

J/

n'g

classifier-free guidance fair guidance

&)
where c represents the encoding of each textual input. This
means in the context of DMs, as detailed in Sect. 3.1, during
each iteration of the diffusion process, we calculate mul-
tiple noise estimations (unconditioned, input prompt and
fair guidance prompts). These estimations are merged using
percentile thresholding to produce a new, fairer noise esti-
mation. Moreover, fair guidance can incorporate multiple
arbitrary attributes that can be either increased or decreased
during image generation. Consequently, more complex
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changes can be realized by, e.g., guiding toward the encod-
ing ¢, of one concept e; and simultaneously away from c,,
for concept e,, e.g., its alleged opposite. We describe further
details on this design choice in Appendix Fig. 13.

3.4 Auditing the components of diffusion models
for fairness

Previously, we showed that DMs are built around vari-
ous components (cf. Fig. 2) and each can be affected by
bias. Namely, bias in the data, the pre-trained model, and
its reflection in the downstream task. Next, we describe the
measures we employed to quantify and track biases across
all three components. This is relevant to understanding bias
amplification, e.g. biases in the data get amplified in the
downstream task (generated images).

Data The first potential source of bias, according to the
general model setup (cf. Fig. 2), is the dataset. Given a
potentially biased attribute, e.g., gender, we investigate its
co-occurrence with a target attribute such as occupation. If,
for example, the proportion of genders within all samples
of an occupation is not in line with the considered fairness
definition (e.g., Definition 1), we have identified a source
of bias already emanating from the dataset. This propor-
tion also serves as a reference to investigate whether the
model outcome subsequently reflects, amplifies, or mitigates
the observed data bias. If the investigated dataset has no
pre-existing labels for the attribute(s) of interest, they have
to be derived first. This is generally a non-trivial task and
cannot easily be transferred between different domains. For
vision-language tasks, a sensible approach is to employ a
multimodal model capable of computing text-to-image simi-
larity [13]. We identified relevant images R in the dataset by
computing their similarity to a textual description p of the
target concept. Consequently, the label y corresponds to the
textual description p (e.g., “firefighter”).

In this work, we identified images aligned with descrip-
tion p by filtering the entire dataset with an empirically
determined similarity threshold é:

R ={i| sim(i,p) > é and i € T} (6)

where 7 denotes the set of all images from the dataset. Next,
we used a pre-trained classifier k to determine the (miss-
ing) label for the protected attribute under investigation
(e.g., “male”-appearing). Accordingly, we obtained each
label a, for image r € R with:

a, = k(r) @)

Pre-trained model Second, we investigated the bias of
learned representations in the pre-trained model using the
image Embedding Association Test GEAT) [47]. Intuitively,
iEAT tests for statistically significant associations between

@ Springer

sets of representations, e.g., encoded images. These consist
of two attribute sets A and B and two target sets K and L.
A common example is target images of female-appearing
people L and male-appearing people K compared against
images related to attribute career A and family B. This way,
a biased model may associate the images of male-appearing
people closer to “career” than to “family” and vice versa.
Formally, the test statistic can be computed as:

s(K,L,A,B) = Z s(k, A, B) — Z s(L,A,B) @)
kek leL

where

s(w, A, B) = mean g cos(w, a) — mean,cgcos(w, b) . )

This way, s(w, A, B) computes the association of an encoded
image w with the attributes (a and b) and eventually the dif-
ferential association of the encoded target images with the
attributes. We assess the statistical significance by comput-
ing the one-sided p-value along with the effect size d as:

pP= Pri[s(KjaLi’A’B) > S(K9L’A’B)] (10)

g mean g s(k, A, B) — mean;c;s(I,A, B)
B GWGKUL(S(Wa A7 B))

an

where o denotes the standard deviation.

Downstream task The third source of bias we inspected
is the downstream task approximated by its outcome. The
outcome modality generally depends on the type of model
and task. Here, we evaluated images generated by a diffu-
sion model. The procedure to inspect these images for bias is
similar to the dataset inspection: a synthetic image dataset is
created, and attribute correlations in it are calculated which
are in turn evaluated for fairness, e.g., according to Defi-
nition 1. To investigate potential bias transfer between the
training data and outcome (mitigation, reflection or ampli-
fication), we generated images using the same text prompt
p, used to search the dataset. Similarly, we used the same
classifier k (Eq. 7) to determine label a, of the protected
attribute in the generated images (g € G) with a, = k(g).
The outcome of the downstream task is of particular interest
as it reveals how it mirrors or amplifies biases inherent in its
foundational components.

4 Experiments

In this section, we first describe experimental details. Then
we investigate the components of Stable Diffusion for bias
on the prominent example of gender occupation biases. Sub-
sequently, we demonstrate the mitigation of these biases
using FAIR DIFFUSION.
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a LAION-5B b) Rate of female-appearing
5B Text-Image pairs 0.8
% 1.83M Text-Image pairs of persons 0.6
of 150 occupations 0.4

Fig.4 Bias inspection in LAION-5B. a Proportion of evaluated
images. In total, we identified 1.83M images for gender occupation
bias. We built four exemplary subsets (“Science”, “Arts”, “Engineer-
ing”, and “Caregiving”) of the occupation set to gain first insights
into present biases. Some sets overlap (hatched) as the concepts are
not disjunct. Sizes are only illustrative, and actual numbers are given

4.1 Experimental protocol

For assessing the bias of text-to-image DMs and its mitiga-
tion, we inspect the publicly-available diffusion model Sta-
ble Diffusion v1.5 (SD [1]), its underlying large-scale dataset
(LAION-5B [12]) and pre-trained model (CLIP [13]). Our
instruction tool is built around SeGa [28] to edit images and
guide the image generation toward fairer outcomes and we
employed FairFace [48] as k to derive the protected attrib-
ute, i.e. facial (gender) attributes. Yet, FAIR DirrusiON can in
principle facilitate any image editing and classifying tools.
We show further experimental details in Appendix D.

Prompt design We employed CLIP to identify rel-
evant images in LAION-5B—i.e., depicting people in
recognizable occupations—and computed text-image
similarities between LAION-5B images and a text
prompt representing an occupation. To this end, we used
p = “A photo of the face of a{occ}” as a text prompt and
empirically determined a similarity threshold 6 = 0.27. We
also used this prompt to generate images with SD, where
occ € {“firefighter”, “teacher”, “aide”,...}. The whole list
consists of over 150 different occupations® and we generated
250 images for each occupation prompt. With this approach,
we created a new subset of LAION-5B by identifying over
1.83 million images displaying humans with recognizable
faces and in recognizable occupations (cf. Fig. 4a). Fur-
thermore, we generated over 37,500 images (150 prompts X
250 images per prompt) each with SD and Far DIFFUSION,
respectively. In total, we evaluated more than two million
images* for occupation biases.

Fairness assumptions We assumed statistical par-
ity to be fair, i.e. that an equal proportion of female- and

3 Taken from https://huggingface.co/spaces/society-ethics/DiffusionB
iasExplorer.

4 We explain the exact number in more detail in Appendix D.

*» 45K Text-Image pairs “Science”
«» 70K Text-Image pairs “Engineering”
«» 42K Text-Image pairs “Arts”

120K Text-Image pairs “Caregiving”

<l
5 ]

PRI
%O\e(\ \?‘Qe’a(\@@*\
g\g\ o?

in the legend. For the final evaluation, we use all 1.83M images
(gray). b Bias evaluation. The “Science” and “Engineering™ sub-
sets have lower rates of female-appearing persons, while “Arts” and
“Caregiving” have higher rates of female-appearing persons. Con-
sequently, the inspected LAION-5B images represent stereotypical
gender-occupation biases. (Best viewed in color) (color figure online)

male-appearing images is desired as derived from Defini-
tion 1. Unfortunately, our evaluation is limited by current
datasets and derived classifiers (like FairFace) facilitating
only binary-valued gender classification, whereas gender is
clearly non-binary [49] (extensively examined in Sect. 5).
For this research, only “male” and “female” are considered.
Interestingly, FAIR DirrusioN is independent of this evalua-
tion limitation and can, in principle, be applied to non-binary
identities (see results on multi-ary ageism). According to
QueerInAl [49], the availability of data must be improved
to represent the diversity of people and thus Promote fair-
ness for the non-binary gender. Therefore, we urge the com-
munity to collect more diverse data beyond binary gender.
Lastly, we employed a fair boundary (i.e., allow for a devia-
tion of +4%) to soften the binary theoretical assumption.
This way, we try to account for natural non-binarity, e.g., the
continuous spectrum of gender with its diversity and non-
equal birth rate.

Statistical measures We computed a per-group statistic
(binary “fe/male”-appearing) to further insight into the over-
all gender occupation bias in each component. Therefore,
we divided the list of occupations into £ and m, where the
f-group denotes more female-biased occupations and the
m-group otherwise. If the rate of female-appearing persons
in LAION is > 0.5 we use f and otherwise m, respectively.
Subsequently, we evaluate these lists for each component
and generate respective box plots. Without this group
distinction, the average bias lies within the fair boundary
(although the box plot shows high variance) as there are
strong biases in both directions, which cancel each other out
in an overall mean computation.
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-éa&l; 1 Bias inspection for Topic Target concept Attribute concept p) dm
Gender Male—Female Science—Arts 0.003 0.63
Gender Male—Female Engineering—Caregiving 0.005 0.57
Gender Male—Female Career—Family 0.01 0.58
Ethnicity White Male-Black Female Science—Arts 0.05 1.48
Ethnicity White Male-Black Female Engineering—Caregiving 0.05 1.57
Ethnicity White Male-Black Female Career—Family 0.1 0.99

We examine the iEAT for gender occupation biases. The table shows that such biases are present in CLIP,
i.e., male-appearing are considered to be closer to career, science, or engineering, compared to female-
appearing who are closer to family, arts, and caregiving. All examples have a high effect size, d, and are
highly significant, i.e., p < 0.05. Furthermore, we evaluated intersectionality biases and found that skin
color attributes amplify gender occupation biases

4.2 Auditing stable diffusion for fairness

We start our empirical study by illustrating the presence of
biases in the components of SD. This, in turn, lays the foun-
dation for the subsequent bias mitigation. To this end, we
audited SD’s three components for gender occupation biases:
(1) its training data LAION-5B, (2) its pre-trained model
CLIP, and (3) SD’s outcome, i.e. the generated images.
Uncovering biases in the data and model foundations
of stable diffusion To begin with, we evaluated LAION-5B
on four subsets of our occupation list (cf. Fig. 4a), where
each subset contains images of occupations belonging to one
field (science, arts, engineering, and caregiving)’. There-
fore, we classified the images of each subset for gender to
obtain insights into the rate of female-appearing persons®
as a measure of gender occupation bias. Figure 4a shows
that LAION-5B contains several occupation biases. One
can observe that the rate of female-appearing persons is
higher for occupation fields like arts or caregiving. On the
other hand, the rate is lower for science or engineering.
Both demonstrate stereotypical proportions in the data-
set. For inspecting CLIP, we performed a bias association
test, the iEAT. In this experiment, we tested the similarity
between encoded images of different concepts. In the spirit
of Steed et al. [47], we applied their setup to the CLIP
encoder and uncovered similar gender occupation biases
(cf. Table 1). For instance, encoded images of male-appear-
ing persons are closer to engineering-related images than
encoded images of female-appearing persons, which are, in
turn, closer to caregiving-related images. Even worse, we
found a bias amplification when the association test on gen-
der occupation bias is modified by ethnic attributes. In this
case, images of male-appearing people are represented by
European-American appearance and images of females by
African-American appearance. Accordingly, an intersection-
ality bias [50] is present in CLIP too, amplifying the gender

3 Selection is explained in Appendix D.
% The share of images classified by « (Eq. 7) as “female”-appearing.
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occupation bias. We show more details on this experiment
in Appendix Table 2. Overall, we found evidence for gender
occupation bias in both model components.

Uncovering biases in the outcome of stable diffusion
Next, we examine the third model component, the down-
stream task, and its outcome, for gender occupation biases.
Here, we evaluated the generated images from SD. Since SD
builds on LAION-5B, we also compared these respective
rates to SD’s outcome for inspecting mirrored unfairness.
Figure 5a depicts the rate of female-appearing persons for
six exemplary occupations. One can observe that the SD-
generated images (blue lines) are clearly gender biased for
various occupations. For instance, a firefighter or a social
worker are significantly affected. The evaluated LAION-5B
images (gray lines) contain similar biases, providing fur-
ther evidence for our previous findings. However, one can
observe a discrepancy in gender occupation biases, e.g., for
“firefighter”, between LAION-5B and SD-generated images.
The rate of female-appearing persons is higher for the gener-
ated images than for its training data, representing a stronger
gender bias. On the other hand, if we look at “coach”, the
gender bias in the SD outcome is on par with LAION-5B.
Furthermore, for a designer, the gender bias in the generated
images is smaller than in its training data. At the same time,
one can also see that there are occupations like “teacher”,
which have nearly no gender bias in LAION-5B (applicable
for overall 5% of the evaluated occupations). Lastly, one can
also observe that the gender bias in the generated images
for “aide” is smaller than in LAION-5B but beyond the fair
boundary in the opposite direction. In conclusion, SD’s out-
come is clearly biased to a varying extent depending on the
occupation and we show evidence for bias amplification,
mitigation, and reflection.

Are biases mirrored between LAION-5B and the out-
come of stable diffusion? Let us now build on the previ-
ous anecdotal investigations and examine bias reflection in
depth. To this end, we turn from exemplary occupations to
the complete occupation subset of LAION-5B (cf. green
in Fig. 4a). For the full set, we found that LAION-5B’s
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(a) Bias flow in six exemplary occupations. It flows from LAION (gray)
to SD-generated images (blue) to FAIR DIFFUSION generated images

(ours, green).

Fig.5 Fairness evaluation for a six exemplary and b all 150 occu-
pations. a For specific occupations, the bias in LAION (gray bar)
is sometimes within/outside the fair boundary. The same applies to
SD-generated images (blue bar). Blue arrows indicate the bias reflec-
tion from LAION to SD images. They do not show a clear tendency
for bias amplification. Nonetheless, FAIR Dirrusion (green) shifts the
gender proportion always within the fair boundary. b For the full set,

gender biases get amplified in the generated images for 56%,
reflected for 22%, and mitigated for 22% of the evaluated
occupations.’ To further insight these different bias reflec-
tion behaviors, we computed a per-group statistic (binary
fe/male: f£/m) to better understand the average gender bias
in each component, depicted in Fig. 5b. One can observe
that the median (orange line) of SD-generated images and
the inspected LAION-5B images are distinctly outside the
fair boundary. This means LAION-5B and the SD-generated
images are unfair according to Definition 1. More impor-
tantly, the median of SD-generated images is farther away
from the fair boundary (middle) for both groups (£/m)® com-
pared to LAION-5B. This experiment provides evidence
that SD-generated images are on average more unfair than
LAION-5B images, further indicating a bias amplification.
Particularly, one can observe high variance, urging more
research in this direction. Furthermore, attributing the dis-
crepancy in bias to a specific component of the model or
aspect of the training procedure is difficult. The shift in bias
results from a complex interplay between training data and
objective, and CLIP’s inherently biased representations,
which are in turn influenced by a different training set.

7 We denote a reflection if the SD outcome bias corresponds to the
LAION-5B bias +4%, and an amplification (mitigation) if the bias is
farther away from (closer to) the fair boundary.

8 In total, 64 of 150 occupations are more female-biased, while 86
are more male-biased.

—— LAION

—— Stable Diffusion

—— Fair Diffusion
fair boundary
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(b) Per-group fairness for 150 occupations.
Groups £ /m represent the subset of more (fe)male-
biased occupations.

LAION and SD-generated images are strongly biased with SD being
more biased than LAION. Far DirrusioN mitigates bias toward the
fair boundary. Graphs show the rate of female-appearing persons, 1.0
indicates only and O no female-appearing persons, whereas 0.5 indi-
cates 50% are female and 50% male appearing. A rate toward the mid-
dle is preferred (i.e. fair boundary 50% =+ 4). (Best viewed in color)
(color figure online)

During our inspection, we found biases and unfairness
in each component of the SD pipeline: in the training data
(LAION-5B dataset), the foundation model (CLIP encoder),
and the outcome (SD-generated images). At the same time,
the biases are not simply mirrored between LAION-5B and
SD-generated images and do not show a clear tendency.

4.3 Instructing on fairness with Fair DiFrusion

After discovering several biases in SD’s components, we
turn to mitigate them. Since the interplay between SD’s
components is complex, debiasing them is a challenging
task. In the following, we evaluate the guidance toward fair-
ness of text-to-image generations.

Setting up Far Dirrusion In contrast to the image gen-
eration with default SD, we further conditioned the image
generation with Fair Dirrusion. To this end, we steered
the image generation toward “female person” (e;) and
away from “male person” (e,) and randomly switched the
direction toward male-appearing and away from female-
appearing with a 50% chance. This way, we utilize the
concepts encoded in a DM to simultaneously suppress one
and reinforce the other, with alternating directions. Due to
this approach, 50% of the images should contain “fe/male”-
appearing generated persons.’ For evaluating the impact of

° We applied the chosen guidance to the image generation regardless
of its outcome without guidance or any biases present in LAION-5B.
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"social worker" “coach"

"firefighter"

Stable Diffusion

Fair Diffusion

Fig.6 Generated images with SD (top row) and Far Dirrusion (bot-
tom row) for different occupations. The images are generated with the
prompt “A photo of the face of a {occ}”, in which each column rep-
resents the used occupation (occ). For generated images of female-
appearing persons, we applied fair guidance with — “female person”

fair instructions, we applied FAIR DirrusioN to SD-generated
images, i.e., we re-generated an image with the same seed
and parameters and included the additional conditioning
(fair guidance y) for gender.

Mitigating gender bias in the outcome of stable diffu-
sion Figure 5 demonstrates FAIR DiFrusioN’s performance
(green line) in mitigating gender occupation biases detected
in Stable Diffusion (blue bar). Looking at the six exemplary
cases (Fig. 5a), one can observe a shift of the gender pro-
portion to the inside of the fair boundary, regardless of the
direction in which the bias was previously present. Further-
more, FAIR DirrusioN addresses the biases, regardless of
whether they were present in LAION-5B or the SD outcome.
For example, though the proportion in SD-generated images
for “designer” is less biased than in LAION-5B, it is still not
within the fair boundary. In turn, FAIR DIFFUSION mitigates
the bias further and shifts the gender proportion within the
fair boundary. Moreover, the per-group (£/m) median for all
occupations is within the fair boundary, so FAIR DIFrusioN
substantially reduced unfair gender-occupation proportions
(Fig. 5b). Hence, on average, FAIR DirrusioN achieves a fair
model outcome according to Definition 1. Yet, one can see
that there remains variance in the generated images for some
occupations. This can generally be due to the non-binary
nature of gender, and gender is also not to be determined
simply based on outward appearance. Moreover, we could
identify some outliers, e.g., images of “dishwasher” were
generally difficult to generate but also difficult to edit for
gender, as it does not only describe an occupation but also a
cleaning device. When searching LAION-5B'? for “a photo

10 https://knn5.laion.ai/.
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"aide"

"designer" "teacher"

+ “male person” and vice versa for male-appearing persons. One can
observe that FAR Dirrusion changes the typical gender appearance
for each occupation image while keeping the residual (occupation-
related) features present

of the face of a dishwasher”, we also mainly found images
of the cleaning device and no humans. So, we assume this to
be an artifact due to the ambiguity of “face of a dishwasher”.
For a broader evaluation, in particular, on the design of the
editing prompts, we refer to Appendix C.

Apart from our quantitative analysis, we also show quali-
tative results on our bias mitigation approach in the follow-
ing. In Fig. 6, one can observe a shift in outward appearance.
The top row shows images generated with SD and prompts p
for each of the six exemplary occupations. As our inspection
experiments already demonstrated, there is mostly a strong
bias toward one gender for certain occupations. In contrast,
the images generated with FAIR DirrusioN (bottom row) shift
the gender appearance toward the other gender appearance
and by that ultimately toward a more diverse output. Nota-
bly, the overall image composition remains the same, with
only minor changes to the rest of the image, which avoids
unnecessary confounding.

Approaching bias beyond gender Fair model outcomes
are not restricted to gender appearance. In Fig. 1, we used
FaIr Drrrusion to edit multiple features of firefighters’ out-
ward appearance. The result is a more diverse output of
facial features regarding gender, skin tone, and ethnicity.
These examples demonstrate that FAIR DIFrusioN can inde-
pendently address multiple biases and increase outcome
impartiality beyond one attribute. In Appendix A, we show
further qualitative results on biases beyond gender, e.g., het-
eronormativity and ageism.

Furthermore, we illustrate FAIR DirrusioN beyond one
binary attribute fairness in Fig. 7. For this setting, we again
generate images for our occupation list, but instead of
approaching gender occupation bias, we now target ageism.
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rate of {aged}-appearing persons

1.00 A lll

fair boundary

IRSAEST

0.00 — T L+_l T T T
0-19 20-39 40- 0-19 20-39 40-
years old
SD1.5 Fair Diffusion
Fig.7 Fair Diffusion vs. Stable Diffusion 1.5 on multi-

ary attribute (age-occupation) fairness. Rate of aged-
appearing persons for all 150 occupations is given, where
aged € {0-19, 20-39, 40-}years-old. 1 indicates only and 0 no
aged-appearing persons. Here, a rate within the fairness boundary
(33% + 4) is preferred, such that each of the three attributes is equally
present. SD-generated images are strongly age-biased for all three
age groups, whereas FAIR Dirrusion shifts this age bias within the fair
boundary. (Best viewed in color) (color figure online)

We discretize age into three categories {0-19, 20-39, 40-}.
To this end, we employed FairFace again to evaluate the
generated images for age appearance. Figure 7 shows that
Stable Diffusion 1.5 has a strong bias of generating images
of middle-aged persons (20-39 years old) while other age
groups are strongly underrepresented. This emphasizes once
more the bias of current generative models to generate peo-
ple of a certain outward appearance (e.g., persons between
20 and 39; young adults) and that these models are very
limited in producing diverse outputs. With FAIR DIFFusION, in
contrast, we apply fair guidance to mitigate age bias within
the fair boundary. The images generated with FAIR DIFFusion
represent each of the three age groups equally (according
to Definition 1). Consequently, we can approach fairness
beyond gender and binary attributes. Further experimental
details can be found in Appendix D.

In summary, it remains difficult to create a model sat-
isfying fairness in all aspects. Here, we first investigated
the components of Stable Diffusion for gender-occupation
biases and subsequently approached their mitigation. In this
regard, we evaluated instructing text-to-image models with
Far DiFrusiON to approach outcome impartiality. Our empir-
ical results demonstrated its potential as a reliable approach
for gender- and age-occupation bias. Yet, we emphasize the
interplay between different debiasing techniques. Ultimately,
we envision a future with models that can generate a more
diverse outcome in the first place—hand in hand with a user
in control.

5 Discussion

We have found several severe biases in all components of
the SD pipeline and introduced FAIR DIFFUSION to mitigate
these biases. Still, we need to delve deeper into some of
the insights gained and use this section to discuss them in
greater detail. In particular, we touch upon risks and oppor-
tunities for society.

Shifting the debiasing paradigm This work provides
food for thought on current debiasing techniques, mostly
focused on dataset curation and in-process bias prevention,
now shifting the focus to the deployment stage. As Nichol
et al. [4] showed, curating datasets by filtering has draw-
backs, such as persisting biases and worse generalization
capabilities. In turn, FAIR DIFrusION operates at the deploy-
ment stage enabling fair outcomes according to Definition 1.
On the other hand, our inspection also showed that the evalu-
ated images from LAION-5B are, on average, still remarka-
bly affected by bias. Consequently, debiasing it might remain
important. Ultimately, we believe debiasing all components
might be necessary to increase fairness in generative models
further. Nevertheless, as long as this is not available, espe-
cially for end-users, we demonstrated that the text interface
of DMs enables instructions as an easy-to-use technique
that can be immediately deployed to mitigate biases in the
outcome of current image generation models. This does not
introduce an entirely fair model but instead a way to control
unfair models to increase fairness. In the presented version,
FaIr DirrusioN is applied regardless of, e.g., existing biases
in LAION-5B. While Far DirrusioN enables one to take
control of fairness, a future vision for even fairer models is
automated detection of unfairness. If biased concepts are
known beforehand, one could supply Fair Dirrusion with
these in order to take action without one actively intervening
in the moment of generation. For example, the lookup table
and instructions in Fig. 3 could be filled out beforehand.

Is the model finally fair? As shown, Fair DirrusioN
promotes fairness according to Definition 1. However, as
discussed before, fairness is inherently incomplete, such that
the setup used in this work does not account for other fair-
ness definitions. For example, it approaches fairness in the
model outcome but not in the dataset. To achieve such fair-
ness other techniques must be applied, e.g., modifying the
dataset. Still, FAIR DirrusioN can be used to realize different
notions of fairness. If the desired output proportion differs
from an equal proportion (50/50 for binary attributes), a user
can realize this easily by setting a different edit probability P
that is non-uniform (e.g., to 70/30 for binary attributes). This
may be used for a fairness definition that simply reflects the
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gender-occupation proportions of current society, i.e., utiliz-
ing a country’s occupation statistic a user lives in. This fur-
ther illustrates that fairness is versatile, and FAIR DIFFUSION
is adaptable to different notions. Yet, there is a lot to be done
and FAIR DIFrusION is just one tool in the fairness toolbox.

Binary gender classification We acknowledge the lim-
ited representation of gender in this study. Current auto-
mated measures treat gender as a binary-valued attribute,
which it is not [49, 51]. Due to the lack of tools that treat
gender beyond the binary, an empirical evaluation at a large
scale remains limited to binary-valued gender evaluation.
Similarly, Stable Diffusion seems limited to binary gender
terms. We observed non-binary gender instructions to result
in fragile behavior (cf. Discussion in Appendix C). Although
current diffusion models have inherent limitations, FAIR Dir-
FUSION builds on them to make a first step toward fairness
by mitigating, e.g., gender-biased image generation. We
advocate for research on treating gender as non-binary in
generative and predictive models.

Technical limitations Furthermore, we also want to
touch upon some technical limitations of this work. First,
when evaluating the LAION-5B dataset, we observed that
several images are stock photos. This is a reminder that
LAION-5B is a web-crawled dataset that does not represent
reality, nor does it reflect the internet in its entirety. Second,
we use the CLIP encoder for searching LAION-5B. How-
ever, as we demonstrated, CLIP is inherently biased [52, 53],
which may affect the search results. Therefore, the resulting
images are not entirely disentangled from this confound-
ing factor. However, there are barely any alternatives, as
manual labeling will be biased too and infeasible due to a
large amount of data, and other automated approaches will
suffer from imprecision too [54]. We empirically chose the
threshold 6 to be low enough to counteract this behavior,
so images of disadvantaged genders will be included in the
search result. Third, the gender classification results rely on
a pre-trained classifier, FairFace [48]. As said, the classifier
is an inherent limitation for classifying (binary) gender. Fur-
thermore, we cannot guarantee that this classifier is bias-free
and hence promote investigating its function and alternative
ways. Yet, it seems to be the best available choice for an
automated evaluation. Importantly, FairFace and the other
limitations are only relevant to evaluate FAIR DIFFUSION,
while the strategy itself is independent of, e.g., the used clas-
sifier for evaluating. Lastly, FAIR DirrusioN currently builds
on SEGA and inherits its constraints. This is inherent to all
currently available approaches that enable editing generative
DMs. Fair Dirrusion is agnostic to that, and can, in princi-
ple, be combined with any editing technique.

Beyond text-guided fairness FAIR Dirrusion currently
operates on the textual interface to steer image generation
but is not limited to this modality. FAIR DirrusioN adds
fair guidance to the image generation according to edit
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encodings Co, Currently, CLIP’s text encoder embedded the
edit prompt ¢; to ¢, . The way the encoding is obtained can
go beyond (English) natural language. FAIR DIFFUSION can be
extended with other approaches like AItCLIP [55] for multi-
lingual encodings, Textual Inversion [56] for visual encod-
ings, or MultiFusion [57] for multimodal (text and image)
encodings. These offer versatile interfaces for fair guidance
with FAIR DIFFUSION.

The challenges of user interaction While human inter-
action has generally proven to be helpful [10, 11, 34, 35],
at the same time, certain dangers can arise. For example, a
user in control with malicious intentions could target the
model to misuse it. Like many other pieces of research, FAIR
Dirrusion faces the dual-use dilemma. The strategy can be
used in an adversarial manner as well, such that biased out-
comes of generative models can be further amplified, and its
diversity decreased. Hence, further detection mechanisms
for malicious interaction are required. This is an active
research topic [58] that needs consideration when using
human interaction.

Our work is of greater relevance as it offers the oppor-
tunity to immediately promote fairness in many real-world
applications. As image generation models become increas-
ingly popular and integrated into our lives, fairness must be
kept in mind. DMs come into play even in high-stakes appli-
cations such as medicine and drug development [59]. These
models are also used in other areas, such as advertisement
or design.!! Imagine a firefighter advertisement'? containing
people from Fig. 1 top or bottom row only. This way, genera-
tive models can have a crucial impact on societies and how
we include and value diversity in them. Furthermore, FAr
DirrusioN can make another step toward fairness in society.
This work focuses on a specific definition of fairness for
evaluation purposes. However, the way such a tool is used
also has a political dimension beyond research. Sometimes,
the goal is not to achieve an equal outcome for each attribute.
Temporarily over-representing a certain attribute, e.g., in
advertisements, can be desired as it can promote awareness
and transparency for bias and discrimination concerning this
attribute. Or, current over-representations can be gradually
reduced, to slowly habituate new proportions in a society.
The pathway toward an ideal discrimination-free world may
take measures that might contradict the fairness definition
used in this work (Definition 1) but align with other fair-
ness definitions [40]. Hence, our approach facilitates flexible
outcome proportions, which, in turn, enables over-represen-
tation or any other proportion. Along these lines, we do not
argue for a specific proportion or promote a specific political

' https://www.cosmopolitan.com/lifestyle/a40314356/dall-e-2-artif
icial-intelligence-cover/.

12 For example, stock images are already being generated using dif-
fusion models (Shutterstock, https://www.shutterstock.com/press/
20435).


https://www.cosmopolitan.com/lifestyle/a40314356/dall-e-2-artificial-intelligence-cover/
https://www.cosmopolitan.com/lifestyle/a40314356/dall-e-2-artificial-intelligence-cover/
https://www.shutterstock.com/press/20435
https://www.shutterstock.com/press/20435

Al and Ethics (2025) 5:2103-2123

Stable Diffusion

Fair Diffusion

Fig.8 Generated images with SD (top row) and Far Dirrusion (bot-
tom row) for occupation “firefighter”. The images are generated with
the prompt “A photo of the face of a firefighter”. We applied fair
guidance with — “male person” + “female person”. One can observe

direction. Instead, we provide a strategy that can be used by
society and politics immediately with ease for purposes that
can ultimately promote a fairer depiction of society. There-
fore, the overall goal might not be a fair tool itself, as it is
rather a means to an end, but to use it in a way that promotes
a fairer society without discrimination.

6 Conclusion

In this work, we introduced FAR Dirrusion and demonstrated
that it can instruct generative text-to-image models in terms
of fairness. To this end, we first audited for fairness by explor-
ing the publicly available large-scale training dataset of Sta-
ble Diffusion (LAION-5B). We further applied the iEAT to
its underlying pre-trained representation encoder (CLIP).
Both showed severe gender biases in the downstream diffu-
sion model. Surprisingly, we found gender bias amplification
between the data and output distribution for the majority of
occupations. However, the diffusion model’s textual inter-
face and advanced steering approaches provide the necessary
control to instruct it on fairness, as our extensive evaluation
demonstrates. Specifically, we showed how to shift the bias in
generated images in any direction yielding arbitrary propor-
tions for, e.g., gender and age. In this way, our method prevents
diffusion models from implicitly and unintentionally reflecting
or even amplifying biases. Based on our findings, we strongly
advise careful usage of such models. However, we also envi-
sion easily accessible generative models as a tool to amplify
fairness, i.e., itself introducing syntactic biases—compared to
real-world distributions—into realistic images. This enables

that FAIR Dirrusion changes the typical gender appearance for each
occupation image while keeping the residual (occupation-related) fea-
tures present

media to display various genders in stereotypically over-repre-
sented occupations motivating younger people to follow their
interests despite societal biases [60—62].

An exciting avenue for future work is disentangling the
components to pinpoint the sources of bias in the model. In
addition, this work can be extended to image-to-image diffu-
sion, facilitating the editing of real-world images rather than
just generated ones. Lastly, FAIR DIFFUSION can be easily inte-
grated into any real-world diffusion application, mitigating
unfair image generation or even amplifying fairness.

Appendix
A Further applications and results with Fair DiFrusion

Apart from the results shown in the main text, we also
generated more images, to provide further insights into
Fair Dirrusion. In this section, we show further applica-
tions and qualitative results about gender, racial, sexual,
and age discrimination.

Figure 8 shows again that generated images of “fire-
fighters” by default SD (top row) are strongly male-biased.
In contrast, FAIR DirrusioN changes the outward appear-
ance towards female-appearing “firefighters”. More inter-
estingly, the changes in gender appearance do not change
the overall image composition and the occupation remains
identifiable. This keeps confounding changes minimal. We
regard this as a very powerful property of our approach.

Furthermore, in Fig. 9, we show results for the prompt
“A photo of a woman”. Usually, the generated images
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“Indian” “African”

“White”

“Middle Eastern” "Latino (Hispanic)”

Fig.9 Generated images with Fair Dirrusion for “A photo of a
woman”. The images are instructed with + “Asian”, + “Indian”, +
“African”, + “European”, + “Middle Eastern”, and + “Latino (His-

Fig. 10 FaIr DirrusioN
approaches heteronormativity
or ageism. The top row is gener-
ated with default SD and the
bottom row with FAIR DIFFUSION.
The first two columns are gener-
ated with “A photo of a happy
couple” and instructed with —
“heterosexual” + “homosexual”
and the left two images are
generated with “A photo of a
person” and instructed with —
“young person” + “old person”.
As one can observe, the outward
appearance of the generated
persons changes according to
the instructions used

Stable Diffusion

Fair Diffusion

by default SD represent people with Caucasian appear-
ance. Here, we generated images with FAIR DiFrusioN by
instructing with different ethnicity descriptions, based
on FairFace [48], which in turn is based on descriptions
of the U.S. Census Bureau. In fact, we use + “Asian”, +
“Indian”, + “African”, + “White”, + “Middle Eastern”,
and + “Latino (Hispanic)”. One can observe that the out-
ward appearance changes according to the instruction
given. This way, generated images are of a broader ethnic
diversity with more diverse skin tones. Although racial
appearance must be used very carefully, FAIR DIFFUSION is
a first step in diversifying the generated images of Stable
Diffusion. Interestingly, one can observe that the instruc-
tion refers to multiple features, like hair color and style,
lip color, and shapes of nose, cheek, and chin. This figure
illustrates the potential capabilities of FAIR Dirrusion and
should motivate further research in more diverse image
generation beyond the presented gender biases.

We found further discriminating behavior in default SD,
shown in Fig. 10. As one can observe, SD tends to generate
images in line with heteronormativity and images of younger
persons. Instead, FAlrR DirrusioN can be employed again to
generate homosexual couples and people of different ages.

@ Springer

panic)”. As a consequence, one can observe a shift in outward
appearance. This way, generated images are of a broader ethnic diver-
sity with more diverse skin tones

"A photo of a person"

Please note that these images are only illustrative to show the
potential of Fair Dirrusion. As elaborated in Sect. 3.1, cer-
tain dangers also come along. For example, “homosexual”
and “gay” often generated male-homosexual couples. This
might be due to the fact that there is a specific word for
female homosexuality, i.e., lesbian, and with + “lesbian”, it
is also possible to generate female couples.

All the results shown are preliminary, pinpointing ave-
nues for future research.'?

B CLIP biases: a more detailed inspection

In this experiment, we tested the similarity between images
of different concepts. In line with Steed et al. [47], we
applied their setup to the CLIP encoder and extended their
occupation experiments with engineering and caregiving. To
this end, we added the first 12 images from Google search,
that did not contain people, to the set of evaluation images

13 We down-scaled all images to a smaller and easier-to-handle size.
Higher-resolution images can be generated with our code.
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E?II; 2 Bias inspection for Topic Target concept Attribute concept n, n, p d
Gender Male—Female Career—Family 40 21 0.01 0.58
Gender Male-Female Science—Arts 40 21 0.003 0.63
Gender Male—Female Engineering—Caregiving 40 12 0.005 0.57
Ethnicity ~White Male-Black Female Career—Family 321 0.1 0.99
Ethnicity ~White Male-Black Female Science—Arts 3 21 0.05 1.48
Ethnicity = White Male—Black Female Engineering—Caregiving 3 12 0.05 1.57
Ethnicity =~ Other people—Arab-Muslim Pleasant-Unpleasant 10 55 0.002 1.18
Ethnicity European American—African American  Pleasant—Unpleasant 6 55 0.002 1.66

We examine the iEAT for gender occupation biases. The table shows that such biases are present in CLIP,
i.e., male-appearing persons are considered to be closer to career, science, or engineering compared to
female-appearing who are closer to family, arts, and caregiving. All examples have a high effect size, d,
along with high significance, i.e., low p value. Furthermore, we evaluated intersectionality biases and
found that skin color attributes amplify gender occupation biases. Lastly, broader ethnicity (cultural) biases
can be observed for (un)pleasant. n, and n, denote the number of images evaluated for each concept

rate of female-appearing persons
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Fig. 11 Comparison of FalrR DirrusioN applied to different models.
Per-group (£/m) median rate of female-appearing persons for 150
occupations. Here, FAR Dirrusion is applied to 4 different models
(SD1.5, SD2.1, IF1-0 and PA1-0). We compare the default model
outcome with the outcome when FaIr DIFrusIoN is applied. As can be
seen, FAR Dirrusion successfully mitigates gender-occupation biases
on all evaluated models. (Best viewed in color) (color figure online)

from Steed et al. [47]. All images can be found in our code
base!* to reproduce the results (Fig. 11).

Besides the results shown in Table 1 in the main text, we
here show further results in Table 2. One can observe further
cultural and racial biases for images depicting people look-
ing Arab-Muslim or African-American as CLIP relates them
to unpleasant. Accordingly, an intersectionality bias [50] is
present in CLIP too, amplifying the gender occupation bias.
In other words, in CLIP, some people are confronted with
multiple factors of advantage (e.g. White male) or disadvan-
tage (e.g. Black female). In the standard setup (first three

14 Anonymous link.

rows), we compared images of men and women (of all skin
tones) to e.g. career and family. In the intersectionality setup
(all other rows), we picked a subset, e.g. only White men
and Black women, and conducted the same test. One can
observe that the bias gets stronger when using these subsets.
Overall, we find that CLIP is inherently affected by bias too,
and can be attributed as a source for the bias shift between
LAION-5B and SD.

C Ablation of different setups for Fair Dirrusion

In addition to the results shown in Fig. 5, we investigated (i)
different underlying models and (ii) different prompt setups
for FAIR DIFFUSION.

For (i), we compare FAIR DirrusioN when applied to dif-
ferent models. Next to Stable Diffusion 1.5, we here further
examine the top-tier publicly available models Stable Dif-
fusion 2.1 (SD2.1)"3 [1], DeepFloyd IF 1-0 (IF1-0)'® and
Paella 1-0 (PA1.0)!7 [63]. To this end, we implement FAIR
Dirrusion with these underlying models and make the code
publicly available. We chose these models as they entail var-
ious differences to SD1.5; SD2.1 is a more advanced version
of the same model, IF1-0 is a diffusion model on pixel level
(in contrast to SD1.5 which does an additional latent space
transformation in between), and PA1-0 is an even more dif-
ferent architecture than standard diffusion models operating
on quantized space and noised tokens (we refer the interested
reader to their manuscript). As we show in Table 11, Far
Dirrusion performs well in mitigating gender-occupation
biases on all models. The gender-occupation bias in each
default model is quite high as the first two boxplots of each

15 https://huggingface.co/stabilityai/stable-diffusion-2-1.
16 https://github.com/deep-floyd/IF.
17 https://github.com/dome272/Paella.
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Table 3 Prompts used for fair

- ¢l
guidance

€

Ours

Alternative 1

Alternative 2

Alternative 3

Alternative 4

83 rh 3 B B 3

— “male person”
— “female person”
— “male person, female person”

“male person, female person”

“gender”
“gender”
— “female person, male person, non-binary person”

— “female person, male person, non-binary person”

+ “female person”
+ “male person”
+ “female person”
+ “male person”
+ “female person”
+ “male person”
+ “female gender”
+ “male gender”
+ “female person”

+ “male person”

In this work, we investigated 5 different setups. As we did binary fair guidance (concepts ¢, and e,), each
consists of a female (f£) and male (m) setup. ‘- denotes that a concept is decreased/suppressed during gen-
eration and ‘+’ denotes that a concept is increased/promoted during generation

block show. With Far DirrusioN we use fair guidance to pro-
mote a fairer outcome, i.e. reduce gender-occupation bias.
This emphasizes the versatility of FAIR DIFFusION again as it
architecture-agnostic.

For (ii), we show a general setup of the investigated
prompt setups in Table 3. The edit instructions used in the
main text (denoted as ours in the table) were determined
by examining a variety of other prompts. We were specifi-
cally interested in evaluating more gender-neutral terms. The
result can be found in Fig. 12. The applied edit instructions
in Fig. 12 correspond to the ones given in Table 3. In gen-
eral, none of the other four setups achieves average scores
for both groups within the fair boundary. Still, these differ-
ent guiding prompts help mitigate gender-occupation bias
compared to standard SD.

Let us investigate the reasons for this loss in more detail.
For one, the measured rate of female-appearing persons
depends on the FairFace classifier. In case the edit instruc-
tions led to less clearly identifiable generated persons, Fair-
Face struggled to classify them correctly and had higher
uncertainty. Alternative 2 uses positive guidance only and
shows to be a good way to increase fairness already, while
negative guidance helps further improve. On the other hand,
alternative 1 shows that positive and negative guidance can
interfere with each other, demonstrating the need for distinct
guidance concepts to optimize performance. Furthermore,
the success of the edit instruction depends on the parameters
used. We used rather low parameters to not alter the image
too strongly. If one increases the parameters, the changes
are enforced stronger, at the expense of more substantial
changes to the re-generated image. On the other hand, the
instructions given to FAR DiFrusioN have to be known by
the model. SD seems to have only a little understanding
of, e.g., the words “gender” (cf. alternative 3) and “non-
binary” (cf. alternative 4). Thus, it is difficult to appropri-
ately use these concepts for steering the image toward fairer

@ Springer

outcomes. More research is needed here to investigate these
findings further.

Comparing different image editing techniques In
Fig. 13, we compare three different image editing techniques
for diffusion models. FAIR DIFFUSION is agnostic to the under-
lying method and able to integrate various approaches—thus
also the three shown. We generate images for “A photo of
the face of a firefighter”. Next to SEGA (ours), we investigate
two prompt mitigation strategies, the two most promising
methods from Bansal et al. [32]. To this end, we use base-
line-1 (“A photo of the face of a female firefighter”) and
baseline-2 (“A photo of the face of a firefighter if all indi-
viduals can be a firefighter irrespective of their gender”).
This qualitative comparison shows the impact of different
mitigation strategies. Ours is the only one to consistently be
successful in realizing the edit while preserving the overall

rate of female-appearing persons
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Fig. 12 Per-group (£/m) median rate of female-appearing persons for
150 occupations. Here, FaR DirrusioN is realized with the 5 differ-
ent setups shown in Table 3. All alternatives perform worse than our
setup, used in Fig. 5. (Best viewed in color) (color figure online)
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Fig. 13 Qualitative compari-
son of different image editing
techniques. The leftmost image
is generated by SD 1.5 with the
prompt “A photo of the face of
a firefighter”. To address the
present gender occupation bias,
we compare three methods: the
two most promising methods
from Bansal et al. [32],i.e.,
baseline-1 (“A photo of the face
of a female firefighter”) and
baseline-2 (“A photo of the face
of a firefighter if all individuals
can be a firefighter irrespec-
tive of their gender”), and ours
(Sega, increasing “female” and
decreasing “male”). As can

be seen, the baselines often
completely change the image
composition and even fail to
change gender appearance.
Ours, in contrast, prevails the
image composition while suc-
cessful and at the same time
limiting the edit to the relevant
image region only

image composition and limiting the edit to the relevant
image region only. baseline-1 fails in approaching the gender
appearance (rows 2 and 4) and makes unnecessary changes
to the background and image features (changes to helmet,
clothes, etc.). The result for baseline-2 is even worse. While
the method fails in approaching the gender appearance (row
0) too, it further yields completely different images. This
way, both baseline methods increasingly run the risk of
introducing confounding factors (e.g. gender stereotypes).

D Further experimental details

Before we explain further experimental details, we describe
the number of evaluated and generated images.

baseline-1

baseline-2

Overall, we evaluated 2.32M images in this work,
of which 0.49M are generated images and 1.83M are
LAION images. In more detail, for Fig. 5, we identified
1.83M LAION gender-occupation images and gener-
ated 37,500 with SD and 37,500 with Fair DirrusioN. In
Fig. 7, we applied FaIlr DIrrusioN to ageism and gener-
ated another 37500. Moreover, we ablated FAIR DIFFUSION
with 4 different prompts (Fig. 12), and generated another
4 x 37500 images. Furthermore, we evaluated 3 other
models for gender-occupation bias and their mitigation
(Fig. 11), i.e., 3 X2 x 37500 images. This way, we gener-
ated 37500 + 37500 + 37500 + 4 x 37500 4+ 3 X 2 x 37500
= 13 x 37500 = 487500 images and thus evaluated
1.83M + 0.49M = 2.32M images.

@ Springer
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Table 4 Setup for multi-ary

. e . . e
ageism mitigation with FAR !

€ €

DIFFUSION Ours 0-19 — “old person” — “middle-aged person” + “child, young person”
20-39 — “child, young person” — “old person” + “middle-aged person”
40— — “child, young person” — “middle-aged person” + “old person”

We show the concepts which are decreased (—; e; and e,) and increased (+; e;) for each of the three age

groups

Backend url:
hitps:/knn$.Je
Index: a photo of the face of a dishwasher

laion58 v

Clip retricval works by converting
the text query to a CLIP
embedding , then using that
embedding to query a knn index of
clip image embedddings

Display captions
Display full captions
Display similarities
Safe mode

Remove violence
Hide duplicate urls
Hide (near) duplicate images
Enable aesthetic scoring
Aesthetic score | v
Aesthetic weight

05

!
Candy CDI 1010
Dishwasher

Ikinci El Bulagik
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The images are under their own
copyright.
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supermarket
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Fig. 14 Dishwasher artifact as lack of training data in LAION-5B and the ambiguity of the term “face of a dishwasher”

Implementation details For assessing the bias of text-
to-image DMs and its mitigation, we inspect the publicly-
available diffusion model Stable Diffusion v1.5 (SD [1]),'®
its underlying large-scale dataset (LAION-5B [12])! and
pre-trained model (CLIP [13]).° Our instruction tool is built
around SEGa”! to edit images and guide the image generation
toward fairer outcomes and employed FairFace?” [48] as k to
derive the protected attribute, i.e. facial (gender) attributes.

'8 Available at
v1-5.

19 More specifically, the subset LAION-2B(en) available at https:/
laion.ai/blog/laion-5b/.

20" Available at https://github.com/openai/CLIP with “ViT-L/14”.

2l Available at https:/github.com/ml-research/semantic-image-editi
ng.

22 Available at https://github.com/joojs/fairface.

https://huggingface.co/runwayml/stable-diffusion-

@ Springer

Multi-ary Far Dirrusion Similar to fair guidance for
binary gender, we conditioned the image generation with
Famr DrrrusioN now applied to ageism. Figure 7 showed the
results for this experiment in which Far Dirrusion clearly
improved on default biases of SD1.5 toward the fair bound-
ary. Here, we explain the setup in more detail. We discretized
age into three groups (0-19, 20-39, 40-), which we show
with their respective guidance concepts in Table 4. In this
setup, we simultaneously steered away from two concepts
(two age groups; ¢, and e,) and guided toward the desired
age group (e3). According to Definition 1, we chose one of
the three rows with a probability of P = 1/3 during image
generation. This way, we utilize the concepts encoded in a
DM to simultaneously suppress one and reinforce the others,
with alternating directions. Due to this approach, 1/3 of the
images should represent “0-19/20-39/40-"-appearing gen-
erated persons.”> We applied FAIR DirrusioN to SD-generated

23 We applied the chosen guidance to the image generation regardless
of its outcome without guidance or any biases present in LAION-5B.
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Table 5 Hand-selected
subgroups of the whole
occupation list

2121
Science Arts Engineering Caregiving
Aerospace engineer Artist Aerospace engineer Childcare worker
Claims appraiser Author Architect Coach
Clerk Designer Civil engineer Dental assistant

Computer programmer
Electrical engineer
Scientist

Interior designer
Musician

Painter
Photographer
Singer

Writer

Graphic designer

Computer programmer
Computer support specialist
Computer systems analyst
Electrical Engineer
Engineer

Industrial engineer
Mechanical engineer

Dental hygienist
Dentist

Doctor

Housekeeper

Maid

Massage therapist
Mental health counselor

Programmer Nurse
Software developer Nursing assistant
Occupational therapist
Physical therapist
Psychologist

Social assistant

Social worker

Teacher

Teaching assistant

Therapist

The list is divided into four subgroups: Science, Arts, Engineering, and Caregiving. Each subset contains

between 50K and 120K images

images, i.e., we re-generated an image with the same seed
and parameters and included the additional fair guidance y
for age. We evaluated the generated images with FairFace’s
age classifier.

Artifacts in image generation As described in our
experimental evaluation, we also stumbled upon some chal-
lenges. For example, it was difficult to generate images for
the occupation “dishwasher”. In Fig. 14, one can observe
that “face of a dishwasher” is very ambiguous and mainly
yielded results of the front side of dishwashing machines.
Hence, further prompts beyond “A photo of the face of a
{occ}” should be evaluated in future research.

Selection of subgroups We hand selected subgroups
“science”, “arts”, “engineering”, and “caregiving”. The
selection can be found in Table 5.
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