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While there is a widespread belief that artificial general intelligence (AGI) — or even superhuman
Al —is imminent, complex problems in expert domains are far from being solved. We argue that
such problems require human-Al cooperation and that the current state of the art in generative
Al is unable to play the role of a reliable partner due to a multitude of shortcomings, including
difficulty to keep track of a complex solution artifact (e.g., a software program), limited support
for versatile human preference expression and lack of adapting to human preference in an
interactive setting. To address these challenges, we propose HAI-Co?, a novel human-Al co-
construction framework. We take first steps towards a formalization of HATI-Co? and discuss
the difficult open research problems that it faces.

1. Introduction

Despite the impressive advances of generative Al (Cao et al.|2025), especially for natural
language (large language models), vision (vision language models) and code (code
models), recent investigations have pointed out a lack of competence in dealing with
complex generation problems that require intricate planning (Kambhampati et al.|[2024)
and task adherence while keeping track of multiple constraints (Xie et al.|2024a). A
broad class of such complex problems, especially complex problems in expert domains,
requires active human participation. Therefore, although the recent focus in generative
Al has mostly been on complete automation (Hong et al.|2024; Brown et al.|2020), we
believe that human-Al cooperation is a more promising approach.
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To address complex problems of this kind, we propose Human-AI Co-Construction
(HAI-Co?), a novel framework for human-Al cooperative problem solving that builds
on preference-based learning and search methodology and relies on natural language
to facilitate interaction.

We acknowledge that many substrands of the NLP, ML, Al and HCI communities
have noticed and addressed problems that are closely related to the problem HAI-Co?
is addressing. Moreover, many of the components of HATI-Co? are also components of
this prior work. The differentiator of our proposal lies (i) in the specifics of the problem
statement, (ii) in the specifics of the holistic framework that we call HAT-Co? and (iii) in
a clear articulation of the research challenges and unmet needs that follow from the way
we define problem and framework. We will lay out the research challenges in Section
M] and review related work in detail in Section 5] To set the context for the reader, we
highlight here the most important points that make our work novel.

First, we address problems in expert domains that require complex solutions or
artifacts.

* We posit that an explicit and persistent representation of the solution space is
crucial for systematic solution construction and that this solution space must be
equipped to represent the complexities of expert domains, including through an
abstraction hierarchy.

* We propose search as the paradigm for constructing solutions: construction pro-
ceeds from an initial draft to a satisfactory solution step by step where each step
consists of a search for an appropriate extension or modification of the current
artifact.

Second, HAI-Co? is designed for complex problem solving by a team of an expert
and an Al agent.

e In contrast to many other approaches, HAI-Co” is set up for a cooperation
of expert and agent as equal partners, each contributing their complementary
strengths.

* In complex domains, the exact goal of the cooperation is often underspecified in
the beginning. This means that the cooperation is not only about constructing
the solution, but also about constructing the precise objective of the solution.
This raises ethical concerns (e.g., influencable reward functions) that need to be
addressed.

* We posit natural language as the primary medium of communication. One of
the challenges in HAT—-Co? is that the agent has to learn effectively from implicit
human feedback in natural language, but also from other signals in the complex
co-construction environment, e.g., multimodal information and human edits.

* Finally, a new evaluation methodology needs to be developed for HATI-Co? due to
the difficulty of assessing the quality of solutions in complex expert domains and
due to the open-endedness and non-uniqueness of solutions to complex problems
in expert domains.

In this article, we first give a general introduction to HAT-Co? (Section 2), including
its ethical challenges, and take first steps towards a formalization (Section[3). We outline
open research challenges posed by HAI-Co? in Section 4| Section |5 discusses related
work. Section [p|concludes the paper.
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2. HAT-Co?: Human-Al co-construction through preference-based search

In this article, we propose Human-AI Co-Construction (HAI-Co?), a novel frame-
work for human-Al cooperative problem solving. The four defining characteristics of
HAI-Co? are (i) solution of complex problems in expert domains that require active
human participation, (ii) co-construction of the solution by human and Al agent, (iii)
co-construction of the objective by human and Al agent by means of preference learning
and (iv) the use of natural language as the main communication medium, which makes
it possible for human and Al agent to be equal partners, with complementary strengths,
in the co-construction. We now describe these four characteristics in more detail.

First, we target applications in expert domains where the task is to construct a
solution to a complex problem. Since expert domains are our focus, we use “expert”
and “human” interchangeably in this article. Examples of complex problems in expert
domains include writing a computer program in software engineering; constructing a
machine learning pipeline in automated machine learning (AutoML); writing a related
work section in scientific research; and developing a formalization of a problem de-
scribed in natural language in mathematics.

Second, we conceive of problem solving as co-construction of the solution to the
complex problem by a human and an AI agent or — more generally — by a team of
humans and agents. As detailed in Section 3] the problem solving process is formalized
as a process of systematic search in a construction space X of candidate solutions on several
hierarchical levels of abstraction. In this co-constructive process, candidate solutions are
modified step by step until a sufficiently good solution has been found.

We draw inspiration from our understanding of how humans collectively devise
solutions to complex problems. Humans often tackle such problems by iteratively
co-constructing a solution step by step, revising and refining draft solutions while
transitioning between different levels of abstraction and exchanging information about
preferences and potential improvements in natural language. Our primary motivation
for HAT-Co? comes from natural language processing and computer science; see Section
Bl for a brief discussion of related fields that have conducted extensive research on
human-human cooperation on solving tasks.

Human-human cooperation would make less sense as a promising template for
human-AlI cooperation if current Al systems could solve complex expert-domain prob-
lems on their own. However, current Al capabilities are limited for complex expert-
domain problems, e.g., due to insufficient knowledge and reasoning capabilities, bias
and lack of trustworthiness. Scaling generative Al systems, particularly language mod-
els, has demonstrated improved performance across a range of tasks, e.g., math word
problems and commonsense reasoning. However, even the most powerful LLMs show
a lack of robustness under different semantic perturbations that would not have fooled
an otherwise robust reasoner (Li et al.[22024b). While it is unwise to rule out future
improvements, their current limitations call for interventions beyond scaling. Thus, in
order to be able to effectively solve complex expert-domain problems, we believe it is
necessary for the Al agent to work closely with human experts.

Third, cooperative problem solving often involves the co-construction of the ob-
jective — or objective co-construction — alongside the co-construction of the solution
itself. As part of the co-construction process, the requirements for the solution are often
changed and refined as the collaborators understand the details of the complex problem
better and revise their initial assumptions. As we will see in Section [3| we formalize
this process of objective co-construction through interactive preference learning: we
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define a utility function over the construction space that reflects preferences of user and
agent, i.e., which artifacts are better and which are worse candidate solutions. Thus, the
objective is encoded in a preference model. Or, stated differently, the objective is first
described informally on a general level — e.g., write a computer program performing a
particular task — and then formalized in terms of the preference model.

One inspiration for making objective co-construction part of our framework for
solution co-construction comes from the field of multi-criteria decision aiding (MCDA),
a branch of operations research (Roy|[2000} [1996). “MCDA underlines the "aiding’ in a
process involving the DMs [decision makers] in the co-construction of their preferences
... It assumes that preferences of the DM with respect to considered alternatives do
not pre-exist in the DM’s mind.” (Hiillermeier and Slowinski|[2024a) MCDA (see also
Hillermeier and Slowinski| (2024b)) makes assumptions that are close to objective co-
construction; in particular, the user’s objective is only partly determined in the begin-
ning and further developed in the course of the decision aiding process.

It is important to note that the two types of co-construction in HAI-Co? — so-
lution co-construction and objective co-construction — are quite different. Solutions
are artifacts whereas objectives are encoded as preference models. The solution is
co-constructed through search in the construction space whereas the objective is co-
constructed through preference learning. Still, at the highest level, both solutions and
objectives are the result of a cooperation of human and agent, with each being a
contributor even though their contributions may differ in nature and scope.

Fourth, in HAT-Co?, natural language is the main communication medium. This
makes it possible for human and Al agent to be equal partners, with complementary
strengths, in the co-construction process. In our view, language-based communication
is a key enabler of an equal partnership. The ability to express oneself fully and on the
same level is a prerequisite for making equal contributions to problem solving. Previous
communication technology was a limiting factor in this regard: only with the advent
of LLMs do we now have Al agents available that comprehend and generate natural
language at a human level of capability. Such human-level capabilities are required for
the complex communication needs that occur during cooperation on complex expert-
domain problems.

There are certainly problem-solving scenarios in which the human manages the
process and the agent’s role is reduced to handling low-level tasks (e.g., “tool” tasks
like internet search or copy-editing) — or, conversely, scenarios where the human’s role
is reduced to providing input when prompted by the agent (e.g., in active learning). In
contrast, the type of human-Al cooperation scenario we are interested in is one in which
the two partners are equal.

Equality here does not mean identical roles. On the contrary, the roles are com-
plementary: each partner has skills or knowledge that the other lacks. An example
for complementarity is that the human may understand the context better in which
the complex problem arises (e.g., the requirements and personalized preferences of
human stakeholders) whereas the Al agent may be able to more efficiently access vast
information resources and make more effective use of tools such as compilers and unit
testing. Just as human-human cooperation excels at problem solving if the collaborators
complement each other, so is human-Al cooperation most beneficial if each partner can
contribute their unique strengths. This aligns with recent evidence showing that human-
Al cooperation alone does not guarantee superior performance; effective integration
and task-appropriate division of labor are key to realizing the benefits of cooperation
(Vaccaro, Almaatouq, and Malone|2024).
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You are a softwere developer who writes python codes from a given set of specifications D s Vil

of the softwere. Following conditions should be strictly met:

1) Every class/method should be fully implemented. T .

2; Theg Shou(d not be any 'pass' Sta{emzms_ def displayPendulumMotion(self, data_storage):

3) The packages required should be listed at the end. # Unpack data

time_steps = data_storage.time_steps

Given the following specification, help me write a softwere in Python that simulates a angles = data_storage.angles

double pendulum:

*list of specifications* def animate(i):

# Assuming the length of

Below is the Python code implementation based on the given specifications. Please note both arms is 1 for simplicity
that this code is a high-level representation and does not include the actual physics x1 = 1 * np.sin(angles[il[0])
calculations or visualization implementations. Those would require more detailed _ x - lesii
algorithms and possibly third-party libraries. ﬁ = x11 +"117-f$‘5;35’i‘r?(::g|]£2[]i)][1])
*Partial codes with placeholder classes* y2 =yl -1 * np.cos(angles[i][1])

A

(a) Fails to follow user preference

% J It is throwing the following error: *Error message*

Human-edits are just /
another context!
It appears that there's an incomplete line in the code | provided earlier. The error you're g A

lencountering is due to the fact that the code is trying to add a *float” and a “Namespace®
object, which is not a valid operation. = =
*Provides new code* 11, 12 = data_storage.arm_lengths

def animate(i):
JThe code completed without any error, but no simulation was generated. f

x1 = 11 * np.sin(angles[i][0])
| apologize for the oversight. The code provided earlier sets up the simulation and solves L@ y1 = -I1 * np.cos(angles[i][0])

the equations of motion but does not include the part that generates the animation. X2 = x1 + I2 * np.sin(angles[il[1])
*Provides new code* - * i
y2 =yl - 12 * np.cos(angles[i][1])

(b) Unreliable refinement of modular & complex artifact (c) Unaware of active human participation

Figure 1

Existing generative Al lacks proficiency in key aspects of co-construction of solutions to complex
problems. We give a code synthesis example. (a) GPT-4 Turbo fails to follow preferences
explicitly stated by the human expert. (b) Due to the lack of a persistent object representation, a
modification request targeted toward one feature of the desired solution leads to the unwanted
(and erroneous) modification of another feature. (c) The human expert modifies the generated
code directly to remove inline assumptions and introduces general variables; such active
participation is not demarcated and recorded by the Al and there is no facility to extract the
implicit preferences and follow them elsewhere.

Scenarios that HAT-Co? does not address. To more clearly delineate which class of
scenarios we want HAI-Co? to address, we now give some examples where HAI-Co? is
not a good fit for solving problem:s. (i) If the problem is simple (as opposed to a complex
expert-domain problem), then Al models probably can solve it autonomously. (ii) Even
many complex problems may be solvable autonomously by Al (now or in the future)
if a full specification is available that can be checked automatically. Games like Go and
chess are such examples in which objective co-construction is not necessary;, i.e., a full
specification of the objective can be easily obtained. (iii) Another class of scenarios may
be best addressed by an expert managing the solution process and utilizing the agent
for solving specific subtasks. Somebody working through their email inbox after coming
back from vacation may want to closely oversee this process (e.g., not letting the agent
send email autonomously), but may be happy to give specific subtasks to the agent (e.g.,
ask correspondents that requested reviews to re-request them).

In contrast to scenarios in which the cooperation is dominated by either the agent
(ii) or the expert (iii), HAI-Co? is intended for equal-partner scenarios in which the two
work together as partners leveraging their complementary strengths.

Is the current state of generative Al enough? As a running example, we will use
a code generation example that illustrates some of the bottlenecks of GPT-4 Turbo, an
updatd|of the original GPT-4 model (OpenAI|2023). In Figure(l](a), GPT-4 Turbo ignores

1 We use gpt—-4-1106-preview.
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the human expert’s explicit instructions to generate a complete Python code with the
required module specifications, echoing Xie et al|(2024a)’s observation that current
language-based Al agents lack task adherence. After repeated prompting with partial
code snippets, the process produces a complete — albeit faulty — code. This limitation is
even more serious when more varied and realistic expressions of human preferences are
taken into account — for the human expert to contribute productively, one must allow
preferences expressed via explicit instructions, binary choice, ranking, etc. Current
generative Al solutions do not facilitate such multi-modal preference incorporation.
Figure [1| (b) shows unreliable debugging attempts. Specifically, the LLM performs
unrelated (and faulty) edits to address a bug and even introduces new errors. This
demonstrates that existing LLMs struggle with handling complex, modular software
code (Jiang et al.[2024). The common practice is that the human (as a knowledgeable
expert who keeps track of overall context) identifies faulty output and repeatedly
prompts the model to guide it to the correct generation — this is implicitly adopting a co-
construction paradigm. However, Figure [I| (c) shows that current modes of human-Al
interaction cannot unlock the full potential of co-construction — direct modification of
the co-constructed candidate solution by the human expert does not bear any special
significance to the LLM, and it treats it as just another context. There is no explicit
mechanism for the Al to learn implicit preferences expressed by the human through
active participation. On the other hand, forcing humans to take a passive role and
making them review Al-generated code affects productivity negatively (Xu, Vasilescu,
and Neubig| 2022; Bird et al|[2023). Meta-analyses by Simkute et al,| (2024), with a
focus on coding assistants, identify four major axes of Al-mediated productivity loss:
shift of human roles from production to evaluation, unhelpful workflow restructuring,
task interruptions, and, easy tasks becoming easier while hard tasks become harder.
Recent advances in interactive coding have sought to address the first challenge by
providing users with evaluation tools — Al-generated tests or static analysis-based — to
decrease the cognitive load of reviewing Al-generated code. A key takeaway from these
advancements is the need to redefine the human is supposed to do, what the Al needs
to do, and how they are going to complement their respective expertise and limitations.

While these examples are focused on code synthesis, there is evidence of similar
shortcomings in other domains such as planning (Kambhampati et al.[2024), radiology
(Lecler, Duron, and Soyer|2023) and clinical decision making (Hager et al.|[2024). [Carroll
et al.| (2019), for example, demonstrate the necessity of incorporating explicit “human
awareness” in a version of the collaborative game Overcooked, providing evidence that
agents fail to coordinate with human subjects without such awareness. Code synthesis
in particular — and the experience from day-to-day use of generative Al for solving
complex problems in general — points toward co-construction as a naturally evolving
problem solving paradigm where the human expert tries to search for the optimal
solution by interacting with the AL. However, the current state of generative Al hinders
its role as a reliable partner in successful co-construction. This is because the “one-
directional” interaction between human and Al typical of how Al agents are used
today often fails to steer the co-construction towards a solution that satisfies the user’s
constraints.

In summary, prior work has laid out the inherent shortcomings of present-day
generative Al for complex problem solving (see also Section[5|for a much more detailed
discussion of prior work). This motivates our alternative emphasis on human-Al co-
construction as a paradigm for solving complex problems in expert domains.
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Ethical considerations. One aspect of HAI-Co? carries considerable risk: the co-
construction of the objective. This opens the door to manipulation by the agent. For
example, LLMs that fail to solve a goal have been observed to redefine it to be easier
(Anthropic|2025a).

Influenceable reward functions have been studied by |Carroll et al|(2024). They
write: “We show that despite its convenience, the static-preference assumption may
undermine the soundness of existing alignment techniques, leading them to implicitly
reward Al systems for influencing user preferences in ways users may not truly want.”
and: “... suggesting that a straightforward solution to the problems of changing prefer-
ences may not exist.”

Even if there is no general solution to the problem of influenceable reward func-
tions, it is possible to build in safeguards in the context of HAI-Co?. Specifically, if there
is a conflict between user preferences and Al preferences, then we can mandate that
user preferences prevail. This can be implemented by a “monitor” agent — a secondary
agent that cannot be manipulated by the primary agent and is responsible for alerting
the expert to objective changes that were not clearly communicated. Alternatively, we
can employ the methodology of alignment to discourage unwanted manipulation of
the objective by the agent. For example, we can devise a set of rules that should govern
objective co-construction (e.g., “a change to the objective must be clearly communicated
to the human”), create a synthetic dataset that embodies the rules and then train the
agent on this dataset using supervised finetuning or reinforcement learning.

More generally, we believe that a paradigm of close cooperation is a promising
approach to addressing many of the hard ethical problems that Al faces. If the agent
takes an initial problem statement, goes off and comes back with a complete solution,
then that means that the human cannot make any course corrections. This is true both
for initial decisions (if she were part of the co-construction process, the human may
realize that some initial decisions were based on wrong assumptions and correct them)
and for decisions made by the agent (in which the human is not involved in autonomous
problem solving and therefore cannot influence). Our co-construction paradigm en-
sures consistent human participation in shaping the solution as it is being constructed.
Similarly, if the human is involved in the step-by-step co-construction of the solution,
then she will have a good understanding of its inner workings and the motivation
for its parts; thus, cooperation can be effective in bringing about some measure of
explainability and (by extension) transparency with respect to ethical concerns.

In summary, making the objective influenceable by the agent is a risk. But there are
promising solutions for addressing it (e.g., adding a monitoring agent for supervision).
In addition, the close cooperation of human and agent in HAT-Co?— which in contrast
to an autonomous approach ensures that the human is involved in all aspects of the
co-construction process — is a form of artificial intelligence that addresses some ethics
problems of Al by design, e.g., it supports transparency with respect to ethical concerns.

Our contribution. In this article, we take steps towards formalizing co-constructive
problem solving and thereby aim to address important limitations of current generative
Al models. In contrast to approaches in which problems are solved autonomously by
Al or — conversely — in which Al is an assistant without autonomy that is limited
to executing tasks clearly defined by the human, we view co-constructive problem
solving as a process that involves the two parties as equal partners, each contributing
complementary strengths. Concretely, we present HAI-Co?, a conceptual framework
that facilitates human-Al co-construction. HAT-Co? introduces multiple levels of ab-
straction to the candidate solution, providing a seamless interface for the human expert
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Ilustration of the hierarchy of construction spaces in HAT-Co?. Each point & symbolizes a
candidate solution (on a certain level of abstraction), e.g., a software program. The topology of
the space is specified by a suitable neighborhood structure (as illustrated for point ). Each point
is associated with a latent utility u‘, possibly multi-dimensional and comprised of local utilities
ut, ..., ul, and preferential information (e.g., = @’: solution x is better than «’) that provides
information about promising regions in the space. The relationship between the different
abstraction levels is specified by the abstraction mappings f; resp. the (inverse) refinement

mappings f;il) .

and the Al agent to modify and keep track of the complex, modular, co-constructed
candidate solution. HAT-Co? supports objective co-construction — i.e., both the solution
and the objective are co-constructed by human and agent — by allowing multi-modal
preference input from the human expert, with natural language as the central mediator
to capture information-rich guidance signals, along with other forms of active expert
participation, such as categorical choice-based preference. Solution co-construction in
HAI-Co? is conceived as search where the candidate solution (represented on multiple
levels of abstraction) is iteratively revised to maximize the its utility, modeled by the
preference model. While several components of HAT-Co? have been explored in prior
research independently across different domains (see Section [5), we are the first to
bring them together under a unified conceptual umbrella and to show that, enabled
by current generative Al, they have the potential to address the major challenges in
solving complex expert-domain problems.

3. Towards a formalization of HAI-Co?

In this section, we propose HAI-Co?, a framework for cooperative problem solving.
Broadly speaking, HAI-Co? is meant to formalize an interactive problem solving sce-
nario, in which a human expert seeks to (co-)construct a solution — such as a computer
program — with the help of an Al agent. The problem solving process is conceived as a
process of systematic search in a space X of candidate solutions, i.e., as a co-constructive
process, in which candidate solutions are modified or extended step by step until a
(sufficiently) good solution has been found. Therefore, we also refer to the search space
X as the construction space. The construction space, its hierarchical organization and its
topology (or neighborhood structure) are depicted in Figure

Actions taken by the Al agent during the search (e.g., adapting a candidate solution
or asking the expert a question regarding where to move next) depend on its informa-
tional state T, which comprises its experience so far, e.g., about the expert’s preferences,
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any relevant information about the current context, the solutions considered so far
and the best solution constructed so far. Formally, the behavior of the Al agent can be
determined by a policy = that maps informational states to actions.

As a running example, we provide the code generation use case in Figure [3| as
an illustration of how different formal aspects of HAI-Co? can be implemented (see
Appendix [1| for more details). A second use case — in the expert domain of related
work section generation — can be found in Appendix 2| The choice of code generation
as a use case is motivated by recent advancements in automation in this domain and
the subsequent development of knowledge regarding the limitations of these advance-
ments. On the other hand, related work generation is a natural use case for the scientific
community, irrespective of the individual researcher’s particular domain.

HAI-Co?, as we envision, is not limited to these two choices of use cases. For exam-
ple, in case of travel planning problems (Xie et al.|2024b), one can conceptualize an ab-
stract hierarchy similar to multi-agent planning systems (Li et al[2025)) and a plan-space
search (Lee et al.|2025) guided by human preferences. Objective co-construction under
HAI-Co“ allows the Al and the human to define the utility criteria of a plan together;
e.g., an Al agent with access to large number of online reviews might inform the human
about certain emergent patterns in hotel booking refusals, whereas an expert travel
agent might guide the Al to book trips via certain transports. Similar analogies can
be drawn for tasks pertaining to medical decision making. Recent studies (Iikhomirov
et al.|2024) have indicated inherent differences in the clinical reasoning process adopted
by humans and Al systems. This further strengthens our argument for the goal of
Al to become complementary to human, not mimicking humans. One can formalize
the solution space as space of concrete diagnosis, with the abstractions highlighting
different aspects of the diagnosis that construct a hierarchical plan (Fdez-Olivares et al.
2011).

3.1 Construction space and abstraction hierarchy

The construction space will typically be large, most often even (countably) infinite. For
example, the construction space may consist of all computer programs in a specific
programming language. Spaces of this kind cannot be specified in an explicit way.
Instead, they will be defined implicitly and may even be adapted or designed on-the-
fly in the course of the problem solving process. In this regard, the formal representation
of candidate solutions is of major importance and will strongly influence the efficacy
and efficiency of HAT-Co?. Moreover, it is also clear that the representation of solutions
will not be universal but rather specific to the expert domain. For example, a computer
program will not be represented in the same way as a machine learning pipeline or
data science workflow. It should be noted that we do not make any assumption of
completeness for candidate solutions: at any stage of the search, a candidate solution
x € X can be partial or incomplete (i.e., an incomplete codebase, an incomplete ML
pipeline, etc.).

During problem solving, it is often useful to look at (candidate) solutions on mul-
tiple levels of abstraction. In many cases, for example, a rough draft of the solution is
found in a first phase of the process, and this draft is then worked out in more detail
in a second phase. More generally, one can imagine a search process that switches back
and forth between different levels of abstraction whenever appropriate. Therefore, we
assume that the construction space X is equipped with a hierarchy of abstraction levels.

Formally, this can be modeled by a sequence Xy, X7, ..., X'y of spaces, where X is a
refinement of X;_; — or, vice versa, X’;_; an abstraction of X;. We describe the abstraction
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Running example. An example instantiation of HAT-Co? for the problem of building a double
pendulum simulation. A solution is co-constructed through human-Al cooperation as follows.
The interaction between the human and the Al is shown in the red box on the right, top to
bottom. We define the co-construction space on three levels of hierarchy: Specification space,
UML space, and Python program space. The user starts by specifying the (potentially
incomplete) problem to solve. The Specification module (green rectangle) generates a pair of
candidate specifications of the software to build (S1 and S2) and presents them to the user. The
user expresses their preference in two manners: i) they choose one of the candidate solutions (S1)
as better than the other, and ii) provide partial edits to the specification directly. The Preference
decoder module (purple rectangle) extracts preference rules from the interaction context. Based
on the decoded preferences, the Specification module generates a new pair of candidate
specifications (only one shown for space reasons), from which the user chooses one. The UML
generation module serves as a generator of refinements from specification space to UML space
and generates a set of four UMLs from the specification selected. The Preference-based search
module then runs a tournament-based search among these UML candidates: a pair of UMLs are
compared against the specification and the decoded user preferences and one is chosen. Two
finalist UMLs from the tournament are then used by the Code generation module (pink
rectangle) to generate two candidate Python programs. These programs are presented to the user
again for their feedback.

process from X; to X;_; as a surjection f; : X; — X;_; such that 2’ = f;(x) € X;_;; that
is, ' is the abstraction of « on the abstraction level modeled by X;_;. We denote by
fj(fl)(a:’) ={x € ;| f;(x) = «'} the set of all refinements of &’ € X;_; on abstraction
level X;. Note that refinements are not unique, which is why a transition from X;_; to
&; may come with a certain arbitrariness.

In our running example on code generation presented in Appendix[I} we implement
the construction space on three levels of abstraction, considering a Python program as
a refinement of a UML diagram, which in turn is a refinement of a natural language
specification. The refinement maps are implemented by suitably prompted LLMs that
take a representation in a higher abstraction space as input and produce a solution
representation in the lower level of abstraction as output. The one-to-many nature of
the refinement is reflected via stochastic sampling in the LLM inference: multiple UML
representations are sampled stochastically from one natural language specification. In
case of related work section generation, these abstractions can be conceptualized as list
of papers, semantic graph/outline of related work, and the actual related work section
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(the final artifact/solution, see Appendix [2). Note that in either case, the abstraction
hierarchy can facilitate better utilization of different expertise of the human and the
Al in the co-construction process; for example, modern code-language models are
great at stylizing a piece of code (variable naming, commenting, etc.), while human
understanding of requirement engineering is needed to reach the optimal specification
document. Similarly, an LLM paired with a search engine can possibly result in an
efficient paper-finder agent in the use case of related work generation, while the human
scientist defines the utility function that evaluates a candidate related work section.

3.2 Latent utility

We assume that the construction space is equipped with a latent utility function reflecting
the preferences of the expert, i.e., the quality of solutions as perceived by the expert. But
the utility function also reflects input the Al agent may have given on which solutions
are to be preferred. Thus, the utility function embodies the current state of the co-
construction of the objective that we introduced in Section [2| This also means that the
utility function is not static, but changes as expert and agent refine and change their
goals during the co-construction process.

What exactly do we mean by “quality” of the solution? In general, “quality” may
refer to various dimensions or criteria, and different objectives might be pursued
at the same time; we formalize this with a multidimensional utility function u'(x) =
(ut(x),...,ub(x))" comprised of local utility functions u! where the time index ¢ indi-
cates the temporal dependency and dynamic nature of the utility function. For example,
a computer program could be rated by average runtime or memory consumption. The
local utility functions can be combined into a scalar utility function U*: X — R via a
suitable aggregation operator.

Various factors influencing the quality of candidate solutions can be distinguished,
notably hard and soft constraints. Hard constraints refer to (functional) properties that
qualify a candidate as a valid solution. For example, a computer program should
properly compile and not contain any syntax errors. Even if invalid solutions should
normally be considered useless, the abstract notion of utility is flexible enough to dis-
tinguish different levels of invalidity. For example, a non-executable computer program
may still have a non-zero utility if the error can easily be fixed by the expert. In any
case, hard constraints will normally not identify a solution uniquely. For example, there
are many computer programs that are functionally equivalent in the sense of having the
same input-output behavior. Soft constraints refer to criteria that make a solution more
or less desirable such as the length of a computer program and its time and memory
consumption.

In general, the utility (be it in the form of the multidimensional utility function
u' or the scalar utility function U?) is not known to the expert and the AI agent, nor
are they explicitly aware of it. Rather, the utility is latent and underlies the expert’s
preference feedback, potentially taking into account the Al agent’s input on what makes
a good solution. Based on this, the Al can learn an approximation U/*. The Al’s goal
is then to construct a solution z* that maximizes U!, or which is at least close to
the maximizer, while simultaneously improving the approximation quality of U*. The
utility U* also induces utilities on higher levels of abstraction. For example, one way
to “lift” a utility function from level X; to the more abstract level X;_; is via aggre-
gation: U'(z) = a({U'(z) | @ € &}, fj(x) = «'}), where « is an appropriate aggregation
function (Grabisch et al.|2009).
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In our running example, we represent the utilities as user preferences in natural
language, extracted from the interaction where both the user and the Al agent can
choose between presented options, provide explicit instructions, or actively edit parts
of the solution.

3.3 Interaction and preference-based search

Search through the construction space is guided by an underlying search strategy — in
principle, any heuristic search method (properly balancing exploration of the construc-
tion space and exploitation of acquired knowledge) may serve as a point of departure.
However, in HAI-Co?, the search is also interactive and largely controlled by the
human-AlI cooperation.

To guide the search, human and Al can communicate via natural language; e.g., the
Al agent may ask the expert for feedback or explicit advice. Alternatively, the expert
may actively intervene, for example by critiquing or modifying a candidate solution.
A third type of interaction, particularly important in the context of HAI-Co?, is driven
through preferential feedback: By informing the Al agent about the quality of candidate
solutions, the expert provides hints at presumably more promising (and, likewise, less
promising) regions of the construction space, and hence suggests promising “search
directions” to the Al agent. To give an example, the expert can compare two competing
candidate solutions with each other (e.g., whether a modification has improved a solu-
tion or made it worse) and provide this feedback (in natural language) to the Al agent
for the next iteration. The Al agent utilizes the feedback to improve its approximation
U* of the latent utility function, which is an important element of its informational state.

In our running example, for instance, we implement a preference-based search
strategy that identifies promising solutions via a tournament of pairwise comparisons.
Besides, we realize a search policy that refines an existing solution guided by the
expert’s preferences (see Appendix[I]for details). Additionally, we present a conceptual
application of HATI-Co? to another expert domain in Appendix |2} the task of related
work generation (Hu and Wan|2014; Nishimura et al.[2024).

The way in which the Al agent and the human expert cooperate with each other
is defined in the form of a protocol. Among other things, the protocol clarifies the
types of queries and responses on the two sides (Al agent and human expert) and the
(preference) feedback that can be given by the expert.

In summary, the specification of a concrete instantiation of HAI-Co
following elements:

2 includes the

— (Hierarchical) representation of candidate solutions (domain-specific)

— Structure of construction space X, refinement/abstraction mappings, neighbor-
hood structure

— Search operators (for modification of candidate solutions, refinement, abstraction,
etc.) and strategy

— Natural language methods and protocol for cooperation

— Representation of informational states, the Al agent’s action space and policy

— Utility as the formalization of the co-constructed objective: soft/hard constraints,
preference relations/predicates (i.e., what type of preferences can in general be
expressed, and in which form)

While some of these components can be specified by hand, others could be subject to
(machine) learning and data-driven adaptation.
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HAI-Co? comprises a broad variety of human-Al cooperation in natural language,
as well as categorical choices and active modification of the candidate solution by the
human expert. The search policy 7 is designed to generate a (locally) optimal candidate
solution based on the immediate as well as historical feedback, thereby adapting to
the preference signals from the human expert user. The hierarchical abstraction of the
search space facilitates a modular modification of the complex candidate solution. As
we can see in the running example (Appendix[l), HAI-Co? also allows for incorporating
creative components into the generation of candidate solutions, for example, through
the injection of randomness in the heuristic search process or the refinement of abstract
into more concrete solutions.

4. Challenges and future research

Our characterization of HAI-Co? implies multiple challenges that need to be addressed
to realize co-construction effectively. In the following, we briefly describe these chal-
lenges with reference to the current state of research. Additionally, we outline possible
future research along these directions.

We start with the structural components of HAI-Co? in terms of the construction
space and interaction between the Al system and the human expert.

Specification of abstraction hierarchy. Two core components of HAT-Co? are (i) the
abstraction hierarchy of the construction space and (ii) the neighborhood structure that
facilitates preference-based search. A synergistic implementation of (i) and (ii) poses a
non-trivial research challenge; several related criteria must be fulfilled, e.g., expressive
and abstraction power of the hierarchical representations, ease of expressing human
preference across different abstractions, aggregation of utility along the abstraction.
In the domain of code generation, Le et al| (2024) propose a modular approach to
circumvent this challenge: they generate a chain-of-thought style intermediate descrip-
tion of the subtasks followed by modular codes implementing each of them. Such a
hierarchical generation approach can be extended to solution co-construction. However,
relying on purely natural language-based intermediate representations limits the utility
of the hierarchy — structured, semi-symbolic representations (e.g., UML diagrams for
software) can provide better abstraction and facilitate ease of modification. Multi-agent
systems adopting hierarchical workflows (Qian et al.[2024;Phan, Nguyen, and Bui[2024)
often simulate multi-level representation similar to human organizations. However,
such abstractions are not formalized with the goal of co-construction. Such multi-agent
systems suffer from limitations in specification and system design. We stress that future
research toward designing the co-construction space needs to consider the strengths
and limitations of the human expert and the AI system to best utilize the efforts of
both. Simultaneously, the formal elements of the co-construction space (e.g., abstraction
and refinement maps, utility aggregation, neighborhood structure) must be suitable for
expressing expert preference.

Communication in natural language. When humans co-construct a solution, com-
munication in natural language plays an important role. Natural language is a powerful
and at the same time succinct medium for conveying information. Given the expressiv-
ity of natural language, human and Al agent can easily communicate different options
of how to improve the current solution, both at a detailed level and in more abstract
terms (Qian et al.[2024). Similarly, preference learning is facilitated by natural language,
since many preferences are easily specified in natural language. The challenge here is
that the language capabilities of LLMs have advanced to an impressive level for the
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general domain, but this does not apply to complex expert domains (Magesh et al.[2024;
Hager et al.|2024; Anand et al.|[2024). It is essential for the Al agent to understand what
the human partner (as well as other Al agents in case of a multi-agent setup) asks and
describe what it needs from them, which remains an important open problem in present
human-Al interaction research (Bansal et al.[2024). In this regard, co-construction of
objective and solution can serve as a point of fundamental rethinking: by formalizing
a neighborhood and imposing a utility structure, it is possible to calibrate the effects of
natural language-based interaction on the problem-solving process.

Preferences of the human expert constitute the most important functional compo-
nent of HAI-Co?. Next, we outline the challenges related to preference extraction in
complex problem solving with co-construction.

Learning from active human edits. The role of the Al agent as a co-construction
partner is central to HAI-Co?. This entails the possibility of active participation from
the human expert and the need to learn expert preferences from such participation.
Current generative Al lacks the necessary structures of the solution space, primarily
represented in its input context, that could delineate the changes introduced by the
expert and, subsequently, be the basis for learning from it. HAT-Co? provides a plausible
alternative to “put everything in context” that can solve this challenge, as we argue in
the following. Let € X; and @’ € &; be the solution before and after the edit from
the human expert, respectively. The neighborhood structure imposed by HAI-Co? on
&; requires learning the changes in the utility function upon moving from a candidate
solution to a neighboring one. If one ensures a vector space structure formed by the
utility U?(z), then the expert preference is equivalent to U'(z') — U'(x). Even without
learning to map the solutions to the utility, one can simply seek to learn the mapping
from z’ — x to expert preferences under the assumption of a (locally) linear utility.
Gao et al,| (2024) previously showed that learning preferences from such changes is
superior to prompting-based methods in terms of aligning LLMSs to user edits. However,
their experiments are focused on simpler, general-purpose natural language generation
tasks. In expert-domain applications where the utility of a solution includes multiple
hard constraints (e.g., executability of code) along with stylistic preferences, learning a
structured representation of the utility space is essential and a challenge on its own.

Multimodal human-AI interaction. Natural language-based interaction is not the
ideal channel for all types of preferences. Categorical preference can be communicated
more simply by pointing towards a better solution. Thus, we would like to incorporate
multiple types of preference into HAI-Co?. Similar to deciphering the preference from
natural language, different modalities and modeling approaches have their own sets of
challenges and require non-trivial research efforts. For example, inferring a preference-
based global ranking from pairwise comparisons can be challenging. Popular methods
like the Bradley-Terry model (Bradley and Terry||1952) have their own limitations,
such as strong assumptions on the preference structure. Prior literature tackling such
hurdles (Mao, Weed, and Rigollet|2018; Shah et al.|2016)) paves the way for research un-
der the umbrella of HAT-Co?. Additionally, incorporation of expert preferences across
multiple modalities poses the challenge of aligning these multiple modes of feedback
with each other. For example, the human expert may express the need for a security
feature in a software engineering problem explicitly, or they can express it implicitly
by choosing a candidate solution that includes the feature over one that does not. The
Al needs to extract equivalent preference information in these two scenarios. Contem-
porary research in recommender systems that deal with modeling user preferences on
multiple item modalities (Guo et al.|2018; Xu et al.|2021)) can serve as a starting point.
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However, the relative complexity and nuances of preferences in the case of HAI-Co?
hinder a trivial extension of recommendation-oriented solutions.

Integration of vision-language models. The rapid advancement of vision-language
models (VLMs) (Li et al.|[2024a) presents opportunities for extending how human ex-
perts communicate preferences within HAI-Co? beyond natural language. While visual
representations in construction spaces (e.g., UML diagrams) are already achievable
through text-based specifications and external rendering, VLMs could expand this
ability and also enhance how experts communicate preferences about solutions at any
abstraction level. VLMs would enable preference extraction from visual annotations,
sketches, and spatial manipulations — providing an additional channel for the expert
to convey utility information, particularly useful in inherently visual domains such as
UI development. The key challenges mirror those already present in the text domain
but with distinct complexities: (i) defining neighborhood structures for visual construc-
tion spaces requires formalizing continuous visual operations into discrete semantic
transformations, and (ii) visual feedback signals must be decoded into the same utility
learning framework that processes textual preferences, ensuring consistency across
modalities. Future research should investigate how HAI-Co?’s mechanisms — the in-
formational state, preference decoder, and hierarchical consistency constraints — can
be extended to incorporate visual feedback while maintaining the systematic search
methodology central to the framework.

Dynamic user preferences. Current techniques of aligning neural Al systems to
human preferences, broadly referred to as RLHF (Reinforcement Learning from Human
Feedback), typically involve a two-stage process: learning a reward model on preference
data followed by fine-tuning a foundation model (often an LLM or a diffusion model)
on reward supervision from the reward model (Kaufmann et al.[2023). This setup is fun-
damentally limited to static adaptation in the regime of expert-domain co-construction;
a single model of human preferences is imitated by the agent that cannot adapt to the
personalized preferences of the human expert. This is a fundamental challenge in co-
construction problems, where the Al agent must adapt to the evolving preferences of
the human expert. Multi-turn RLHF (Zhou et al.[2024), although it extends the context of
preference-adherence to an iterative, conversational regime, cannot solve the challenge
of dynamically evolving user preferences. The PAL framework, proposed by|Chen et al.
(2024), provides a partial solution to our problem via personalized modeling of static
human preferences. Unlike traditional policy learning, HAI-Co? motivates a reward-
free exploration of the solution space (Jin et al.[2020). In-context reinforcement learning
can pave the way towards handling dynamic preference signals (Yang et al.|[2024; Lee
et al|[2024). However, the action space in the scope of HAI-Co? overlaps with the gen-
eration of multiple hierarchical views of the candidate solution, rendering the problem
much harder than existing work on in-context RL. Prior work with LLMs showcases the
possibilities of using them as in-context agents, though exploration abilities will need
fine-tuning-based interventions (Krishnamurthy et al.[2024).

Guardrails for objective co-construction. Co-construction of the objective opens
the door to manipulation to Al agents (Carroll et al.||2019; Hong, Levine, and Dragan
2023); see (Anthropic|2025a) for a real-world example. As we discussed in Section
even if there is no general solution to this problem, we see promising avenues of re-
search in the specific context of HATI-Co?, including introducing a secondary monitoring
agent that alerts the human when there is a suspicion of manipulative behavior by the
primary agent and employing the methodology of Al alignment for training the agent
to refrain from manipulative behavior — a methodology that is an active area of research
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with many challenges (Casper et al|2023), but has nevertheless been successful in
reducing the risks of generative Al (Ji et al.|2023;|Anthropic|2025b). Another perspective
is to broaden the scope of observation. As Miehling et al.| (2025) argue in the context
of multi-agent systems, focusing on the individual abilities of isolated agents in a
multi-agent ecosystem can lead to underestimation — newer phenomena can emerge
from the inter-agent and agent-environment interactions. We extend this argument to
human-Al interactions and call for agent integrity research under the broad vision of
co-construction of solution and objective.

Finally, the search-based methodology outlined under HAI-Co? entails certain tech-
nical challenges inherent to the present-day Al, which we discuss in the following. Ad-
ditionally, with the multi-turn feedback-driven process of problem solving, we discuss
the non-triviality of evaluation as opposed to standard automatic evaluation techniques.

Specification of informational state. HAT-Co? utilizes an informational state to
keep track of relevant information in the interaction history. Given that the search
policy is conditioned on it, an efficient representation of the informational state is a core
challenge of HATI-Co?. Typically, such interactive co-constructions are expected to span
a long sequence context. While we have observed a significant surge in the context-size
of present-day generative Al (e.g., GPT-4 Turbo can handle up to 128K tokens in the
input prompt), recent research has questioned the effective usability of such very long
context information (Liu et al.[2024). The representation of the informational state needs
to be compatible with the abstraction specification of the construction space as well as
the choice of how preference signals from the human expert are encoded. This is partic-
ularly important as the reflection of any preference signal upon the candidate solution is
manifested via the informational state — an unreliable update of the informational state
subsequently worsens the solution quality and may result in a divergent search.

Creativity-correctness dilemma. The specific class of co-construction problems that
we seek to address requires creative generation. At the same time, in most expert-
domain applications, the solution needs to fulfill objective correctness criteria. With
generative models, the two requirements of creativity and correctness become counter-
active. Creative generation typically emerges in highly stochastic regimes, e.g., in high
temperature decoding (Wang, Liu, and Awadallah|2023). However, increased stochas-
ticity carries the risk of hallucination (Aithal et al|2024). For problems with definite
answers, it has already been shown that more robust reasoning can be achieved by
stochastic exploration of the generation space and identifying the subset of solutions
that are most consistent (Wang et al.|2023). However, such self-consistency methods
are limited to problem classes with definitive answers and cannot be readily applied to
the co-construction problems that we characterize in this paper. In HAI-Co?, this can
be generalized into a broader learning problem of exploration-exploitation trade-off.
In the early iterations of co-construction, when the preference input from the human
expert is likely to be vague, the Al may bias towards exploration of the construction
space in search for a creative solution backbone. As the co-construction proceeds, the
human expert fixates on the feature requirements and the Al must refrain from abrupt
modifications and build on the preference model developed from the early exploration.

Evaluation of co-construction techniques. Due to the dynamics of the co-
constructed objective and the complexity and modularity of the solution, the evaluation
of co-construction is a difficult challenge. We identify multiple dimensions of evaluation
that need to be addressed:
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Quality of the solution should be evaluated using domain-specific measures; irre-
spective of the process of co-construction (of solution and objective), the solution
must fulfill some objective criteria of correctness.

¢ Preference-adherence is an essential criterion of the co-construction problem; across
multi-iteration co-construction, the generation should be compatible with the
human expert’s preference input.

e Self-consistency is another key aspect of HAI-Co?, as it allows multiple levels of
abstraction along with multiple modes of human preference input; it is essential to
quantize how consistently the hierarchical abstraction is represented and different
modes of preference input are aligned.

* Complexity of co-construction includes the computational complexity of genera-

tion and preference-based search — resulting in potentially high computational

cost — and the cognitive complexity of the framework — resulting in cognitive

load for the expert user. The latter demands significant research efforts from a

multidisciplinary approach to ensure that automated assistants truly bring value

to the expert.

Given that human experts are costly and have limited time, LLM-based simulation
of human-Al interaction may facilitate large-scale evaluation (Tamoyan, Schuff, and
Gurevych! 2024). Even though our four evaluation criteria seem to demand human
evaluation, we conjecture that the development of artificial critic models (McAleese
et al|2024), with human value alignment, will be an important research direction in
the future.

5. Related work

We group relevant prior work into several major strands: human-Al cooperation, rein-
forcement learning from human feedback (RLHF), assistance games, learning from nat-
ural language interactions, search- and evolution-driven construction, inference-time
compute scaling, LLM agents for complex problem solving, persistent solution spaces
for iterative construction and human in the loop. We discuss how these approaches
attempt to address (versions of) expert-Al co-construction. However, as we saw in
Section[4] they fail to comprehensively tackle these challenges.

Human-AI Cooperation. Recent research emphasizes enhancing human-AI co-
operation to support designers in complex, creative tasks. A notable example is the
Al-assisted design (AIAD) framework proposed by De Peuter, Oulasvirta, and Kaski
(2023), which mirrors our approach in emphasizing cooperation over automation and
aiming to support designers’ creativity by inferring their goals. AIAD addresses the
challenge of goal communication by using generative user models to understand de-
signer reasoning and capabilities from their behavior. This allows Al to provide helpful
recommendations and learn from the designer’s active participation and corrections.
More broadly, this line of work aligns with the vision of Hybrid Intelligence (Akata
et al|[2020), which advocates for human-Al systems that interact as co-evolving col-
laborators with complementary skills and adaptive behaviors. While both AIAD and
Hybrid Intelligence share our goal of leveraging complementarity between human and
machine, HAT-Co? differs from them in several aspects. First, our approach explicitly
adopts a hierarchical view encompassing multiple abstraction levels, like specifications,
UML diagrams, and code, which is not a core element of AIAD or Hybrid Intelligence.
Second, the search in our framework operates across this multi-level structure rather
than within a monolithic or unstructured design space, enabling systematic refinement
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and revision. Third, we place stronger emphasis on actively learning not just from
user feedback to Al suggestions, but also from direct human edits to evolving solution
artifacts. Fourth, HAT-Co? focuses on natural language communication for intuitive and
flexible interaction between users and Al Finally, whereas AIAD emphasizes minimally
disruptive assistance with the aim of Al unobtrusively supporting designers, our frame-
work envisions a more proactive and equal partnership, giving the Al system more
responsibility in the co-construction process, including proposing refinements to the
objective.

Reinforcement Learning from Human Feedback. RLHF focuses on learning a pol-
icy preferred by humans, most commonly relying on comparisons between candidate
solutions (Kaufmann et al.|2023). The goal is to learn a policy that maximizes a reward
or utility function that is consistent with the human feedback. Originating in classical
reinforcement learning domains such as games and continuous control (Christiano
et al2017), RLHF has been extended to a variety of domains, most notably fine-tuning
generative models such as LLMs (Stiennon et al.|2020; |Ouyang et al[2022), eventually
leading to the development of Al models such as ChatGPT that can generate human-
preferred responses in natural language.

RLHF for generative Al is typically employed in a single-turn setting, where the
agent generates an immediate response to a query, evaluated by a human expert. This
contrasts with expert-Al co-construction, which involves multi-turn interactions where
agent and expert collaboratively construct a solution. Multi-turn interactions introduce
challenges such as extended time horizons and large action spaces. Extensions to RLHF
have been proposed that address these issues (Zhou et al.|[2024).

Even multi-turn RLHE, however, is not well suited to expert-Al co-construction
without further extension: It does not maintain an explicit representation of the solution
space, which is crucial for systematic solution construction. In principle, RLHF could be
used to learn the Al agent’s policy in HAI-Co?, but it is challenging to do so interactively
as required in HAI-Co?.

Assistance Games. Originally introduced as cooperative inverse reinforcement
learning (Hadtield-Menell et al.|2016)), assistance games (Shah et al.|2021; |Laidlaw et al.
2024) model human-Al interaction as a game under partial information where the Al
strives to learn and maximize the human’s underlying reward function. A key assump-
tion is that humans have pre-defined objectives, even if initially unknown to the AL
While HAT-Co? shares this overarching aim of Al-driven assistance for human experts
in tackling complex problems via iterative engagement and the integration of human
preferences, it fundamentally differs in its formalization and underlying assumptions.

An important distinction is the concept that the objective itself is not fixed in
HAI-Co? but co-constructed through interaction. In complex domains, expert pref-
erences rarely remain static; they evolve through exploration and iterative refine-
ment. This dynamic formation of objectives stands in contrast to the assistance game
paradigm, where the Al primarily infers a static, pre-existing human reward function.
Beyond this conceptual distinction, assistance games offer elegant theoretical properties
but face practical challenges in real-world deployment due to computational complexity
arising from the many possible combinations of Al and human policies as well as hu-
man objectivesE] HAI-Co” addresses these challenges by structuring the search process

2 |Laidlaw et al.| (2024) present steps toward scalably solving assistance games in more complex
environments. While promising, our approach differs fundamentally through its emphasis on objective
co-construction, structured search spaces, and natural-language communication.
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at multiple abstraction levels where humans provide feedback at their most intuitive
level, while leveraging pretrained language models to guide the search process. While
not suitable for all domains in which assistance games apply, we argue that this com-
bination of structured solution spaces, natural language communication, and emphasis
on objective co-construction provides significant advantages in the domain of expert-Al
cooperation.

Learning from natural language interactions. Natural language interaction be-
tween the expert and the Al agent is central to HAT-Co?. A popular approach towards
facilitating human-Al interactive problem solving involves training the agent to follow
instructions in natural language (Branavan et al.[2009; Tellex et al.[2011). This paradigm
of learning to follow instructions has found attention in the LLM era as well (Wei
et al[2022a). However, directly mapping language-specified goals to actions has limited
applicability to novel tasks. Alternatively, learning rewards from natural language inter-
action to successfully align the Al agent with the human user has been explored (Fu et al.
2019; Sumers et al[2021) — instead of learning to map language-defined goals to actions
directly, they seek to learn the reward function from the language-defined goals that can
be generalized to novel tasks. The findings of [Sumers et al.| (2022) suggest that while
instructions typically perform well in low-autonomy settings, high-autonomy regimes
favor the reward-learning paradigm. Instead of learning a language-conditioned policy
or reward, it is also possible to use conversational cues as rewards themselves (Jaques
et al.|[2020), which can be combined with the other approaches discussed here. Yet
another approach, deployed in OpenAl’s ChatGPT, is to enable the language model
to save information about the user and their interactions with the model functioning
as a natural-language ‘memory’, which may include information about the user’s pref-
erencesf| Most of these approaches do not consider the need to actively elicit and co-
construct the expert’s preferences, a key aspect of HAT-Co?. This necessity is supported
by |Co-Reyes et al.| (2019) and [Lin et al.| (2022), who identify that inferring the correct
behavior or reward from a single utterance is non-trivial given the multidimensionality
of language. Querying the human user and estimating their preferences in an interactive
setup is also a key component of Peng et al| (2024)’s framework. As a step in this
direction, |Li et al.| (2023a) use active elicitation to strengthen preference understanding
— the Al agent is trained to elicit and infer human preferences by actively interacting
with the user. This is crucial prior work for an implementation of HAI-Co?, forming an
important pillar of future research under the abstract umbrella it provides.

Search- and Evolution-Driven Construction. Our framework emphasizes iterative
search within the construction space, a process akin to evolutionary optimization, which
iteratively generates and evaluates candidate solutions (Back|1996). This evolution can
be viewed as a form of search-based construction. Interactive evolutionary computa-
tion, a preference-based extension, is particularly relevant to our work as it involves
human evaluation of candidate solutions (Takagi2001; Wang and Pei|2024). For exam-
ple, these methods have been applied to search-based procedural content generation
in video games (Togelius et al[2011). Our approach differs in the core approach to the
search process: Traditional evolutionary methods maintain a population of candidate
solutions and generate new ones through mutation and recombination. In contrast, in
our framework, each iteration ends with a single candidate solution that is then the
basis for the next iteration. In addition, we leverage the extensive prior knowledge of

3 https://openai.com/index/memory-and-new-controls-for-chatgpt/
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pretrained language models to guide the search and use natural language communica-
tion to facilitate cooperation between the Al agent and the human expert.

Inference-time compute scaling. Allocating additional compute at inference-time
can significantly enhance language models” performance on complex tasks. Strategies
vary along two axes: (1) depth vs. breadth (sequential refinement vs. independent ex-
ploration) and (2) structured vs. learned process control (externally imposed rules and
algorithms vs. autonomous model capabilities guided by prompts or training). Depth-
based methods encompass structured refinement, like systematic revision (Qu et al.[2024),
and learned refinement, such as autonomous reasoning steps via chain-of-thought (Wei
et al.|2022b;|Kojima et al.|2022). Breadth-based methods often involve structured parallel
generation with verification (e.g., best-of-N, (Cobbe et al.|2021} Lightman et al.|2024).
Recognizing complementary strengths of depth- and breadth-based approaches (Snell
et al.|2024), recent work advocates combined approaches, either explicitly structuring
integration (Wang et al[2022} |Yao et al|2023} Snell et al|[2024) or relying on models’
learned or emergent self-reflection and adaptive search-like behaviors (OpenAl et al.
2024;DeepSeek-Al et al.[2025). Although both breadth-based parallel efforts and depth-
based iterative revisions implicitly or explicitly search the solution space, this search
is typically conducted non-interactively. This limits the ability to adapt generation to
nuanced or shifting user goals during the construction process, relying solely on pre-
defined, static objectives or verifiers, with minimal incorporation of explicit human
preferences or feedback during search.

In contrast to these predominantly non-interactive methods optimized for static
objectives, our approach introduces an interactive, preference-guided search paradigm ex-
plicitly designed to handle underspecified and evolving goals. While learned reason-
ing techniques like chain-of-thought excel in domains with clear objective correctness,
such as mathematical or symbolic reasoning (Sprague et al.||2025), our method targets
complex expert tasks where subjective preferences and evolving requirements critically
shape optimal solutions. Instead of seeking solutions based on fixed objectives, we
iteratively co-construct solutions aligned with dynamic expert preferences by explicitly
integrating iterative feedback. This allows the search process to dynamically reshape
the model’s reasoning trajectory in response to evolving goals, enabling alignment
with expert decision-making in nuanced tasks. Beyond this distinction, many of the
approaches discussed above are complementary to our framework and could help
produce better base models or be used as inspiration for the search process itself.

LLM agents for complex problem solving. The rapid increase in the capabilities
of LLMs has triggered multiple recent efforts to integrate them at the core of au-
tonomous agents that interact with the environment, plan, and act to solve complex
problems (Wang et al.[2024). Typical approaches adopt integrating different tool-usage
capabilities into LLMs via efficient prompting, often with multimodal capabilities (Chen
et al.|2023). A single agent is often insufficient to solve complex problems; thus, mul-
tiple agents with different capabilities have to be integrated. Recent efforts in LLM-
based multi-agent systems seek to mimic such cooperative problem solving by role-
playing LLMs via in-context examples (Li et al.|2023b) or fine-tuning (Juneja, Dutta, and
Chakraborty|2024). Multi-agent systems have started gaining traction in expert domain
applications as well, e.g., software development (Qian et al.|2024), finance (Ganesh
et al|2024), chemistry (Song et al.|2025). The ChatDev workflow proposed by [Qian
et al.| (2024) showcases the effectiveness of using natural language as the primary
communication medium between roleplaying agents for software development. This
demonstration in the context of AI-Al interaction strengthens our argument for natural
language-based human-AI cooperation. These frameworks of LLM-based autonomous
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agents are largely designed toward Al autonomy. However, the target problems are not
isolated applications — they require interactions between human organization(s), and as
a result, these autonomous agents end up as incomplete assistants. Recently, arguments
in favor of strategically allocating tasks between humans and LLM-based agents to
exploit their distinct strengths have been put forward (He, Treude, and Lo|2024), which
aligns with our approach of leveraging the strengths of both humans and Al agents in
co-construction. We argue that the open challenges in efficient interaction between a
human and an agentic ecosystem, as outlined by |Bansal et al.| (2024), share some of the
characteristics of human-Al co-construction as we envision it. An alternative view of
our framework|is hence an extension of LLM-based multi-agent systems with a human
agent as a key component, focusing on the co-construction of solutions.

Persistent Solution Space for Iterative Construction. A fundamental component of
our proposed framework is the explicit representation of the construction space for sys-
tematic solution search. Such a persistent memory can be useful for LLM agents. Sumers
et al.|(2024) propose a cognitive architecture for language agents that connects LLMs to
internal memory and external environments, grounding them in existing knowledge or
external observations. Similarly,[IModarressi et al.[(2025) introduce a structured memory
component that LLM agents can use for storage and retrieval. In terms of deployed
products, Anthropic’s artifacts’] add an explicit representation of an LLM-constructed
artifact to the Claude series of language models, which can be iterated on through
further interaction. Although these approaches do not directly address expert-Al co-
construction challenges, they relate to our approach by providing agents with persistent
memory to store intermediate solutions and relevant information for problem solving.

Human in the Loop (HIL). In its original form, HIL refers to a type of interactive
machine learning system in which the human has the role of an annotator, advisor
or provider of feedback that the system can solicit input from on specific questions
and requests (Mosqueira-Rey et al.|2023). For example, in active learning, the machine
learning system identifies informative examples for the human to label and retrains the
machine learning model iteratively until a termination criterion has been met. While
there is no generally accepted definition of HIL and quite heterogeneous approaches
have been grouped under this umbrella term by different authors (McCarthy|[1959;
Settles|[2009; [Towell and Shavlik|(1994; Schramowski et al.|[2020; |Dejong and Mooney
1986; Natarajan et al.|[2014; Maclin et al.2005; Boutilier|2002), HIL work includes some
form of human feedback in contrast to completely automatic forms of machine learning.

In traditional HIL, the human’s role is limited: it is confined to the role of an oracle
that is consulted with specific requests. The human is not involved in higher-level
decisions or co-construction of a solution.

In contrast, as we discussed in Section |2} HATI-Co? is a framework in which human
and agent cooperate as equal partners, each fully engaged in co-constructing the solu-
tion to the problem and in co-constructing the objective. Thus, the cooperation between
human and agent is more symmetric in HAT-Co? than in HIL.

The need for a more equal partnership between human and Al agent — going
beyond a narrow definition of HIL - is being recognized more generally. For example,
Natarajan et al.|(2025) argue that while there are problems in which the limited role of

4 Indeed, our running example for HAT-Co? is closely analogous to multi-agent systems.
5 https://support.anthropic.com/en/articles/
9487310-what-are-artifacts—and-how-do-1i-use-them
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humans typical of traditional HIL is appropriate, many other problems (similar to the
complex expert-domain problems we target) require a more equal partnership.

The term co-construction. We have borrowed the term co-construction from other
disciplines, namely from the social sciences and humanities, where it usually refers to
the “joint creation of form, interpretation, stance, action, activity, identity, [..] or other
culturally meaningful reality” (Jacoby and Ochs||{1995). Although the definition allows
for various possible interpretations, co-construction is interactional at its core. However,
as the theory of co-construction is beyond the scope of this article and also out of
our expertise, we would refer to |[Robertson et al.| (2024, Section 3) who thoroughly
discuss constructivist principles and human-Al knowledge co-construction from a the-
oretical perspective. Beyond this theoretical basis, our scope is substantially different
from Robertson et al. (2024) who solely consider efficient techniques for hand-crafting
prompts for business managers.

6. Conclusion

Our position is that existing generative Al agents require active human participation
to successfully construct solutions to complex expert-domain problems, but cannot
effectively serve as reliable partners in human-Al cooperation due to their current
limitations. We find evidence for this position in prior research across a broad set of
domains. Our running example focuses on software generation using GPT-4 Turbo, a
strong proprietary LLM, and exemplifies the major drawbacks of current LLMs such
as inability to follow human preferences, unreliable refinement of complex solution
artifacts and limitations to facilitate active human participation. We observed that
although day-to-day usage of generative Al tends to adopt a type of human-AI co-
construction paradigm in an uninformed manner, the challenges that LLMs face confine
such interactions to a much weaker form.

As aremedy, we introduce HAT-Co?, a framework that is motivated by the effective-
ness of collective human problem solving. HAI-Co? facilitates a solution construction
space with multiple levels of abstractions, in which human and Al iteratively refine the
candidate solution through search guided by human preference. HAT-Co? allows active
human participation along with versatility in preference expression. After presenting
steps towards a formalization of HAI-Co?, we discussed the research challenges —
including ethical challenges — for this new approach as well as possible future directions
for addressing them.
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1. An exemplary simulation of HAT-Co?

In this section, we present an example implementation of the major elements of
HAI-Co?, tailored to code generation as a co-construction problem. This example does
not claim scientific rigor on its own; instead, we use it to demonstrate what prior
findings (see Section [I|and Section [5) already establish. We do not provide a complete
implementation of HAI-Co?; in particular, the following are not included in the case
study: neighborhood structure of the solution space, preference extraction from actual
human participation, dedicated utility function tailored toward the expert problem. In-
stead, we emulate the intended behavior of a complete implementation using prompted
LLMs, with the goal of motivating the practicality of HAT-Co?.

The initial problem description is underspecified. During the cooperation, the user
can introduce new requirements, ask for modifications to the already generated code,
and so on. We approximate different aspects of HAI-Co? (the surjective mappings
between different abstraction hierarchies of the construction space, policy and heuristic
search strategy) using baseline implementation strategies for ease of demonstration.
Future research endeavors should be directed to more in-depth implementation of these
features.

Problem. The user wants to develop a modular Python codebase for simulating a
double pendulum. Modules should include components such as I/O interface, visual-
ization and physics engine.

In this example, the construction space X consists of the set of all Python pro-
grams. Three distinct levels of abstraction are implemented. (i) Specification space. A
specification of the simulation software in natural language (Xp). (ii) UML space. A
UML description of the software (X}). (iii) Python program space. The Python program
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(X,) itself. The abstraction refinements fl(fl) and fz(fl) (as introduced in Section are
implemented using suitably prompted instances of GPT-4 Turbo that we denote as UML
generation module and Code generation module, respectively; while the former produces a
(stochastic) set of refinements in UML given a natural language specification, the latter
generates Python implementations of a given UML description. To decode the user’s
preferences from the interaction, we use a Preference decoder module, implemented using
prompted GPT-4 Turbo. Following the focus on natural language, the informational
state T is realized primarily as the interaction history in natural language, along with
an explicit list of preference rules decoded from this interaction. One can impose a
geometric structure on Z by introducing explicit metric space structure on the different
abstraction spaces (e.g., edit distance), rendering 7 to behave like a trajectory. However,
introduction of such structures will be dependent on the expert domain application.

To facilitate the exploration of the candidate solution space, we generate multi-
ple solution representations on different abstraction levels by setting a high decoding
temperature in the respective generation modules and sampling multiple responses.
Intuitively, we seek to exploit earlier findings that a highly stochastic generation regime
facilitates better novelty (Wang, Liu, and Awadallah|2023). Furthermore, this imposed
stochasticity can be interpreted as the notion of neighborhood in the respective spaces:
one can treat two solutions sampled from the same input context of the generation
module as neighbors; distance between two different input contexts can be measured
by edit distance. Although we do not explicitly specify such geometric structure in this
example, the search strategy uses it implicitly.

We do not implement a concrete realization of the search policy 7; instead, we
rely on the limited abilities of LLM instances to explore and implement policy itera-
tions (Krishnamurthy et al.[2024; Brooks et al.[2023). While the notion of search is present
across all three levels of abstraction, we perform explicit search in the UML space using
the Preference-based search module, which runs a tournament among candidate UML
solutions, guided by the decoded preferences.

The implementation, as depicted in Figure 3, instantiates HAT-Co? as follows. The
co-construction starts with the user providing an underspecified description of the task
(in this example, building a simulation software in Python). The specification module
(green rectangle in Figure B) generates the natural language abstraction of the candidate
solution as a list of possible components of the software along with their functionalities.
This serves as a transparent interface in natural language that provides a layout of the
construction. A pair of candidate specifications are generated using a high-temperature
stochastic generation regime. The user chooses one of them as better. Additionally,
they can state any explicit modification request. Moreover, they can directly edit the
specification if they have specific requirements in mind (preemptive reviewer), or choose
to continue with the workflow and decide on the specifics upon observing the final
program (lazy reviewer). The Preference decoder module (purple rectangle in Figure
lists down the preferences decoded from the user’s actions. If the user introduces any
new modification (e.g., in the presented example, they remove certain modules from
the specification and insert new modules), the specification module generates a new
pair of specifications for the user to provide feedback on. This continues till a suitable
specification is obtained.

Next, the UML generation module generates a set of stochastic refinements of the
natural language specification into UML descriptions. The UML description of the
software forces the subsequent code generation module to generate a final program that
consists of multiple, independent components (in this case, Python classes) and well-

30



Dutta et al. Problem Solving Through Human-AlI Preference-Based Cooperation

defined dependencies among such components. Micro-level changes to the code (e.g.,
changing the design of the GUI, choice of numerical algorithms in the simulator, etc.)
can be facilitated now without changing the complete codebase — a desirable property
of our implementation that is closer to real-life software engineering. This addresses
the challenge monolithic code LLMs face in scenarios in which persistent editing is
required. However, generating the Python programs from all such candidate UMLs
and verifying them one by one is both computationally expensive and infeasible for
the human user.

The preference-based search among the candidate UMLSs is implemented as a tour-
nament by iteratively declaring one among a pair as the winner of a round. After a
logarithmic order of such rounds (log, n being the depth of the tournament tree for n
candidate UMLs), the Preference-based search module comes up with a final pair and a
summary of preference justifications[f| Note that although we seek to minimize the cost
of human intervention in this step by automating preference-based ranking, one can
envision the human expert providing their judgement on these UMLs. In such a setup,
the Preference-decoding module can be used to explicitly adapt to such gold preference
examples.

Next, we utilize the code generation module to translate each of the two selected
UML candidates into a candidate Python program that will be used for human feed-
back post-execution. Aligned to the goal of co-construction, in this last stage, the user
provides their binary judgment on the relative quality of the two generated Python
programs along with (optionally) natural language feedback. Such feedback can incor-
porate the errors found in the program execution (if any), additional requirements, etc.
This feedback, along with the summary of the tournament generated by the preference
learning module, are together used as a context for the next iteration of refinement. This
iterative process continues until the user is satisfied with the solution.

Comparison with monolithic LLMs. We perform offline human evaluation to
compare HAI-Co? against a vanilla LLM (in this case, GPT-4 Turbo) in terms of their
effectiveness as co-construction partners for expert domain problems. The problem
to be solved is to generate code for the double pendulum simulation. Multiple co-
construction episodes are generated by specifying different initial preferences and mid-
episode preference switching (e.g., choosing different specifications generated by the
Specification module; asking for different functionalities in the software; and editing
different segments in the specification as well as the codes). Each human evaluator is
presented with a pair of co-construction episodes — one using HAI-Co?, one using GPT-
4 Turbo — and asked to compare them in terms of the following criteria:

Q1. Which assistant has better incorporated the initial preferences of the user?

Q2. Which assistant better adapted to preference switching?

Q3. Which assistant is more precise in terms of iterative refinement? ‘Precision of
modification” means that the changes are relevant to the request.

Q4. Which assistant is more complete in terms of iterative refinement? ‘Completeness
of modification” means that all the necessary changes have been made.

Q5. Overall, which assistant seems more suitable for software-level code generation?

We recruited a total of 14 participants for this evaluation; each is a doctoral student
in Natural Language Processing, so that expert preferences in code generation can be

6 Seehttps://subha0009.github.io/ExXAIC-Interactions/Preferencelayer.html for the
tournament on the candidate UMLs generated
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You are provided with a pair of human-Al assistant conversations here: <anonymous URL>
Please note that:

1. Yellow cells highlight cases when the user was provided with a choice

2. Red cells highlight debugging requests

3. Blue cells highlight new requirements from the user

4. With Assistant 1, Remarks highlight the intermediate representations used by Assistant 1

Please answer the following questions based upon going through the conversations.

Which assistant better incorporates user's initial preferences?
Assistant 1

Assistant 2

Which assistant better adapts to changes in preferences?
Assistant 1

Assistant 2

Which method is more precise in terms of iterative refinement? ‘Precision of modification’ means if
the changes are relevant to the request

Assistant 1

Assistant 2

Which method is more complete in terms of iterative ‘e of
means if all the necessary changes has been made.

Assistant 1

Assistant 2

Which method seems more suitable for software-level code generation and why?

Figure 4
Interface used for human evaluation.

understood. We provide each evaluator with a pair of interactions between i) a user and
GPT-4 Turbo[|and ii) a user and EAI-Co? | Figure[d]shows the interface used to collect
the users’ responses. We do not collect any personal information from the evaluators.

On all five criteria, the majority of evaluators rate HAT-Co? higher than GPT-4
Turbo. 12 (85.7%) evaluators find that HAI-Co? better captures the initial preferences
of the user (Q1). 11 (78.6%) agree that it can adapt better to preference switching
(Q2). 11 (78.6%) see HAI-Co? as superior on precision (Q3) and completeness of
modification (Q4). 12 (85.7%) suggest HAI-Co? is better suited for software develop-
ment (Q5). Detailed responses are available here: https://subha0009.github.1i0/
ExAIC-Interactions/FormResponses.htmll

Limitations and further improvements. The immediate improvements we observe
are prevalent without any dedicated implementation — neither of the two refinement
maps (from natural language to UML and from UML to Python) nor of the preference-
based search policy. In this implementation, we do not equip the co-construction space
with explicit neighborhood structures. We posit that development along these directions

7 Example interaction can be found at
https://subha0009.github.i0o/ExAIC-Interactions/Assistant2.html

8 Example interaction can be found at
https://subha0009.github.i0o/ExAIC-Interactions/Assistantl.html
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Given the context and the user's latest response,
list down the pr s of the user
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1. CIRL, Hadfield-Menell et al., 2016
2. RLHF, Christiano et al., 2017
/Proxity and neighborhood ™, |3- Active elicitation, Li et al. 2023
defined as hybrid of 4. Multi-turn RLHF, Zhou et al., 2024
semantic similarity and
citation network based
measures

(Write me a related work for this paper. Title]
Problem solving Through Human-Al
Preference-Based Co-operation. Below is
the introduction

Here s a list of papers that seems
related:

ST
1. CIRL, Hadfield-Menell et al
201

2. RUHF, Christiano et al., 2017

I think literature on planning are missing. Also, some
more papers related to expert domains like software
<‘:| engineering, etc.

*=*Active edit by user:
1) Insertion: LLM-modulo frameworks, Kambhampati,
2024+

13. LLM-modulo frameworks, Literature
Kambhampati et al., 2024

1. Planning with language \ space
agents, Xie et al., 2024,

26. LLM-Based Multi-Agents, He
et al., 2024
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graph space

Preference
decoder
module
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space
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renc

le 2: Need to include literature on how current Al fails
domains. ] )
Semantic graph ert domains. User-Al interaction

module

RW generation
module

Subgraph of
the semantic
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Figure 5

A conceptual application of HAT-Co? for the problem of generation of a related work section of a
research paper. The user provides the title and the introduction of the research paper for which
the related work section is to be co-constructed (i.e., written). Three abstraction hierarchies are
envisioned. The Literature space consists of lists of papers. The Semantic graph space depicts the
papers, their findings, and their interrelations using a directed graph. The Related work space
contains related work sections (written in natural language using a writing style appropriate for
this genre) that describe the semantic graph. The Paper finder module lists down the papers that
should be incorporated into the related work. Neighborhood structure is imposed upon this
space using semantic similarity and hops over the citation network. The Preference decoding
module keeps track of the user’s preferences. Upon deciding on a suitable list of papers, the
Semantic graph module translates them into a semantic graph. Finally, the Related Work (RW)
generation module writes related work sections based on the semantic graph.

will further improve the quality of co-construction and confirm HAI-Co?’s potential
as an effective framework for the class of co-construction problems we aim to ad-
dress. Modern software development relies on software engineering tools such as type
systems, test drivers, static program analysis tools, monitoring and debugging tools
and security vulnerability detectors. Realistic software artifacts are complex, and their
full evaluation by humans without these tools is infeasible. Our implementation of
HAI-Co?- not intended as a systematic evaluation of HATI-Co?’s effectiveness in the
software domain — will need to be extended with many of the elements that are standard
in the DevOps pipeline (see (Le et al.|2022; Maninger, Narasimhan, and Mezinil2024)
for examples of how to integrate such standard tools). We use the LLM’s generative
capacity as is, e.g., when it explains why one generated solution is better than another.
An interesting research direction would be explanatory interactive learning
land Doshi-Velez|2017; Teso and Kersting|2019; [Friedrich et al.|2023), where more faithful
explanations are produced through interactively constraining model explanations. The
search strategy can be further refined by implementing reinforcement learning from
execution feedback (Gehring et al.[2024; Liu et al.|2023; Dutta et al.|2024).
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2. Possible implementation in Related Work Generation

To showecase the applicability of HAT-Co? for expert domains other than software engi-
neering, we present a workflow for the problem of related work generation in Figure
Note that this is not an actual implementation, rather a proposal on how HAI-Co? canbe
adapted for this problem. Similar to our case study on software engineering, a solution
construction space with three levels of hierarchy is defined. The highest level of abstrac-
tion (Literature space) is the space of lists of relevant papers; each point (represented as
a list of papers) is intended to capture the literature relevant to the research paper (in
this case “Problem solving through Human-AlI Preference-Based Co-operation”). Based
on the user’s problem specification, the Paper finder module (which can be an LLM-
web search hybrid) lists the possible papers that are relevant to the research paper. This
is a classical search problem. Next, these papers are used to construct a semantic graph
that relates different papers according to their domain of focus, methodology, findings,
prescriptions, etc. Such a graph is inherently heterogeneous. Multiple semantic graphs
can be generated from a given list of papers. One can define a neighborhood over
the space of these semantic graphs via edit distance. The search strategy, in this case,
can again be realized through a tournament (as in the software engineering domain
presented in Section [I)) or through another mechanism (e.g., a specialized module that
evaluates semantic graphs based on their graph-theoretical properties). Finally, the
RW (related work) generation module translates these semantic graphs into Related
work sections. Locally valid neighborhood structures can be constructed using the
neural representations of textual differences. The Preference decoder module extracts
the preferences expressed by the user to guide the search in different spaces. In this
example, one can define refinement maps between the different abstraction levels in
a straightforward manner: The semantic graph can be mapped to the list of papers
directly as the former has nodes that are members of the latter. Similarly, each pair of
nodes and their connecting edge in the semantic graph can be translated to a sentence
in the related work section in the Related work space.
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