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ABSTRACT
In modern datacenters and clouds, Resource Disaggregation has

been adopted as a way of offering scalability and efficient resource

utilization for large-scale applications. Provisioning CPU, memory,

and storage resources independently for distributed data-intensive

applications is a great enabler but it also brings challenges, es-

pecially in the form of networking and processing overhead. To

reduce this overhead and to make disaggregation-related tasks sig-

nificantly more efficient, cloud providers are offloading these to the

network, i.e., to Smart Network Interface Cards (SmartNICs) and

Smart Switches. Beyond this specific use-case, the presence of such

programmable hardware in commercial clouds creates future op-

portunities for offloading application-level operations, e.g., parts of

SQL queries or ML pipelines. To map out this exciting space, in this

tutorial we take a detailed look at SmartNICs, explaining how they

work, giving examples of what they are good for, and highlighting

how they can best be utilized to make future data-intensive and

distributed systems more efficient.

CCS CONCEPTS
• Hardware → Networking hardware; • Networks → Pro-
grammable networks; • Information systems → Database
query processing.
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1 MOTIVATION AND PURPOSE
Modern data-intensive applications, such as analytical database

management systems or machine learning pipelines, face several

scalability challenges. Single node compute performance and mem-

ory capacity is not enough for most use-cases and, as a result, these

applications are commonly run as distributed systems, on multiple

nodes in the Cloud. In order to make more efficient use of compute,

storage, and memory resources, and to allow right-sizing them for

each application, newmechanisms have been introduced in modern

clouds and datacenters to disaggregate these resources.

Disaggregated architectures expose different types of resources

over the network and, even though the network connection speeds

are steadily increasing (already reaching 100Gbps speeds in clouds

with 200Gbps and 400Gbps on the horizon), disaggregation is still

facing challenges on the CPU-side that limit scalability. In a CPU-

centric design, a significant portion of CPU resources has to be

spent on operations related to the access and management of the

disaggregated infrastructure, such as, data serialization, network

virtualization, etc. With increasing network speeds, the stagnation

of modern CPU performance [10] leads to a clear bottleneck.

Related work coined the term “datacenter tax” [14, 18] to de-

scribe the CPU cycles spent not on user applications but to enable

infrastructure-related features, such as resource disaggregation.

One way to reduce the datacenter tax is to move parts of the infras-

tructure code away from the CPU and to “offload” it to the network,

where it can be executed more efficiently. Even application code

can benefit from offloading closer to the network: for instance, SQL

filtering done closer to the data source will result in overall better

network bandwidth utilization.

One way to move processing closer to the network is by using

Smart Network Interface cards (SmartNICs)
1
, which are NICs with

a specialized hardware component added to them. The specialized

component is designed to be very efficient on a small set of re-

curring tasks and enables efficient close-to-network computation

that frees up general purpose CPU cycles. SmartNICs are becoming

common in the cloud and in datacenters, with success stories at

the cloud vendors, e.g., in handling network virtualization tasks

1
Smart Switches are another option for processing in the network, but we decided

not to cover them in this tutorial. By looking at SmartNICs only, we can cover in

detail their inner working, opportunities for databases, and needs for change in the

future. Actually, a large subset of possible use-cases for Smart Switches can also be

implemented using SmartNICs at the end host.
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more efficiently than CPUs in the Azure Cloud [9], or by offload-

ing SQL operations closer to the distributed storage in the (now

discontinues) AWS AQUA processors [17]. They are not yet part

of the database community, but there are clear opportunities for

using SmartNICs to make Cloud DBMSs more efficient.

This tutorial has a dual purpose. On the one hand, it explains the

motivation behind SmartNICs and their design options, highlight-

ing how they emerged as an answer to the challenges that modern

clouds have faced in the last decade. On the other hand, it shows

how SmartNICs can be successfully used in DBMSs, through exam-

ples from our own research and from related work. For instance, in

our previous work [21] we saw that CPU-based SmartNICs which

use weak cores cannot provide the expected benefits while other

platforms, incorporating specialized hardware, could significantly

speed up database operations. In this tutorial, we provide the nec-

essary background for understanding what platforms are available,

which ones are suitable for disaggregated DBMSs in the cloud, and

how we can design better DBMS-centric SmartNICs.

2 TUTORIAL CONTENTS
The tutorial is structured in three parts. Part 1 covers the main

motivation behind processing closer to the network and the expla-

nation of why SmartNICs are already being deployed in the cloud.

Afterward, Part 2, covers the design space of SmartNIC hardware,

relating their possible use-cases to different architectural alterna-

tives, clarifying for the audience what they can and cannot do in

terms of offloading. Part 3 covers how SmartNICs can be used in

database scenarios, with an overview of a handful of projects car-

ried out in our group and in related work. In the third part we

also provide a small toolbox for database researchers to determine

whether, for a specific workload, offloading to the NIC will be bene-

ficial or not. The main contribution of the tutorial is to bring these

three parts together, covering the motivation, the design space, and

the use-case considerations of SmartNICs in an in-depth fashion.

2.1 Part 1: The Problem SmartNICs are Solving
Modern Clouds and Disaggregation. The computing landscape

has shifted in the last decades, with more and more companies

running their data-intensive operations in clouds or enterprise data

centers that are designed and operated like a public cloud [2]. This

transition has made many Big Data applications, such as Cloud

DBMSs or distributed machine learning pipelines, feasible. But

even though applications can theoretically scale to a very large

number of nodes in the cloud, challenges remain when it comes to

efficiently utilizing all resources in a cloud environment.

It has been shown in multiple studies [6, 15] that course-grained

provisioning of cloud resources to applications leads to underuti-

lized components. As a result, cloud architectures have beenmoving

towards disaggregation: processors, memory, and storage resources

can be provisioned independently of each other, and modern appli-

cation design has also followed suit in being more distributed [1, 19].

Disaggregation is achieved, to a large extent, by making the dif-

ferent resources of traditional cloud nodes accessible over the net-

work. Even though disaggregation brings many benefits, it requires

lots of data movement across nodes and has its scalability chal-

lenges. High bandwidth networks (with 100Gbps or faster speeds)

are an important enabler of disaggregation but they are not the

only component to consider: disaggregation requires management,

orchestration, and data movement operations in software. These

operations all use a significant fraction of CPU cycles on the cloud

nodes [14]. In itself, this would not be a problem, but these CPU

cycles cannot be monetized anymore as VMs or as services of the

cloud provider. In a research paper by Google, the CPU overhead

of disaggregation-related operations was coined as the “datacenter

tax” [14, 18]. In light of stagnating CPU performance [10] and rising

network speeds, the datacenter tax remains the main hurdle for

further scalability in the cloud.

SmartNICs to reduce the Datacenter Tax. The challenges of
providing efficient disaggregated architectures can be addressed in

modern clouds by relying on specialization as a way of reducing

the datacenter tax and freeing up CPU cycles. Smart Network In-

terface Cards are already available from hardware vendors, such as

NVIDIA [3] or AMD [5], and are also being actively deployed in

the cloud.

One SmartNIC success story is the Azure Accelerated Network-

ing project [9], that uses SmartNICs to solve a network virtual-

ization problem. At Microsoft, as at other cloud providers, VMs

belonging to different tenants run on the same physical infrastruc-

ture and they must be isolated. This isolation includes their network

traffic, both for performance and for security reasons. Software De-

fined Networking (SDN) is a common way to achieve this isolation,

which relies on network packet re-writing rules. In Microsoft Azure,

these rules were applied at the CPU, which lead to a portion of the

CPU being dedicated to this task, instead of being monetized as

user VMs. The solution that was adopted consists of a specialized

hardware-based NIC that combines regular network processing

with programmable SDN rule evaluation to achieve per-flow rule

execution in the network card. This design reduces CPU overhead

to almost zero (thanks to the more efficient specialized hardware-

based execution) and achieves overall lower latency and higher

bandwidth than the CPU-only version. This project also shows that

this approach is economically feasible: Microsoft has been deploy-

ing SmartNICs on all new servers in the Azure cloud since 2015.

In addition to SDN rule offloading, these SmartNICs are used for

other projects as well, where they help in making application-level

operations more efficient, such as Machine Learning Inference [4].

2.2 Part 2: The Internals of SmartNICs
What’s inside a NIC? Network Interface Cards (NICs) are some-

thing that most of us “take for granted” but they play a crucial

role in enabling communication over the network at high band-

widths and low latency. In order to understand the design space

of SmartNICs, the tutorial will start with a high level overview

of what tasks “simple” NICs perform (including handling physical

access to the network, implementing networking protocols, and

virtualization capabilities) and how they are built at the hardware

level. As Figure 1 illustrates, the various steps performed in the

NIC are conceptually connected with operations at different layers

of the hardware/software architecture. The fact that data packets

move up/down different levels of abstraction, from bits on the wire,

through OS level concepts (like data streams), to application data,
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Figure 1: Network Interface Cards, even without the “smarts”,
are already in charge of a number of important operations,
related to different conceptual layers. As we later explain, the
location where a Smart Component is inserted into the NIC
architecture defines at what conceptual layer it can provide
efficient offloading.

will be important for discussing the benefits and drawbacks of

including programmable elements in various places in the NIC.

There’s more than one way to build a SmartNIC. When

adding a Smart Component to a NIC, there are two dimensions to

consider: (a) the type of compute element that executes the “smarts”

and (b) the location of this element in the NIC architecture. Both

dimensions are important and, together, they determine for which

use-cases a SmartNIC will be useful.

For the type of compute element added to the SmartNIC, usually

one of the following three options is used (in increasing order of

flexibility and decreasing order of energy efficiency):

(1) Application Specific Integrated Circuits (ASICs) – This choice

of compute element will result in the highest performance

and the highest energy efficiency but has the least flexibility.

This is because ASICs can only offer a fixed set of functions,

which are decided at design time and cannot be changed

later. Examples from real-world devices include functions

that are often used in the same way by many applications,

e.g., encryption/decryption with commonly used ciphers.

(2) Reprogrammable Hardware, such as Field Programmable

Gate Arrays (FPGAs) – these represent a middle ground

between performance and flexibility. FPGAs are hardware

chips that are composed of a collection of small look-up

tables (LUTs), on-chip memory (BRAM) and specialized dig-

ital signal processing units (DSPs), which can be configured

and interconnected to implement any hardware circuit. In

comparison to traditional processors, FPGAs allow for fine-

grained dataflow parallelism due to the fact that all “code”

executes in parallel inside the device. The energy footprint

of FPGAs is at least order of magnitude lower than that of

server-grade CPUs; and even though it is higher than that of

ASICs, FPGAs can be reprogrammed freely, whereas ASICs

have fixed functionality.

(3) Low Power CPU cores (such as ARM cores) – this option

brings the most flexibility but it is also the one with the

lowest nominal performance. Since NICs have to remain low

power devices in the computer’s architecture, the processors

running on them cannot be clocked at very high frequency,

nor can they have many cores. As a result, SmartNICs with

wimpy CPU cores on them are useful only when performing

light-weight computation close to the network is already a

benefit – if more heavy-weight computation is needed, the

CPU-based compute element on the SmartNIC will become

the bottleneck.

In terms of the location of the Smart Component in the NIC

there are two main options, also depicted in Figure 2. The choice of

where the Smart Component is deployed will dictate what kind of

offloading a specific design can handle most efficiently:

• When deployed “closer to the network wire”, between the

network and what we consider the traditional NIC logic,

the Smart Component can best handle operations that per-

form network protocol processing, packet transformations,

or provide virtualization. The Smart Component is inserted

as a streaming processor between the layers of the NIC and

has to be designed to operate at the network line-rate, inde-

pendent of the data that it is processing – as such, in this

architecture, usually either an ASIC or an FPGA is used (see,

for instance, Azure Accelerated Networking [9] and also

research platforms [7, 22]).

• When deployed “closer to the CPU”, between the Host CPU

and the core of the NIC, the operation (and management) of

the Smart Component is decoupled from the operations of

the NIC. This architecture is typically achieved by adding a

PCIe switch inside the NIC, to which the Smart Component is

connected. This results in a lot of flexibility for application-

level offloading because the host CPU can communicate

with the NIC or the offloading logic separately, as well as

use the Smart Component as a streaming processor on all

outgoing/incoming packets. The drawback of this design is

that the PCIe bus can become a performance bottleneck and

bandwidth/latency guarantees cannot always be provided.

This approach is adopted by most commercial SmartNICs,

e.g., NVIDIA Bluefield [21] (but also SmartSSDs [16]), due

to its simplicity in terms of hardware design.

The most important take-away in this part of the tutorial is

that the location of the smart component in a NIC will determine

at what level of abstraction it can provide offloading (whether at

the network packet level, application session level, etc.) and what

relative performance it can achieve when compared to a regular

CPU that it should offload computation from.

2.3 Part 3: Using SmartNICs in Databases
How can databases benefit? Based on the lessons from the previ-

ous parts of the tutorial, we will discuss what operators and what

tasks can benefit from SmartNICs in the context of DBMSs on dis-

aggregated cloud infrastructure. We will show what is the state of

the art in terms of using SmartNICs in such scenarios and what are

558



SIGMOD-Companion ’24, June 9–15, 2024, Santiago, AA, Chile Faeze Faghih, Tobias Ziegler, Zsolt István, and Carsten Binnig

Figure 2: SmartNICs can incorporate smartness at various places in their architecture. In the tutorial, we focus on two common
designs of commercially available devices and highlight what kind of offloading they are best suited for.

future challenges (at a high level) that will have to be overcome. As

concrete examples of offloading from different conceptual levels,

we will present the following:

First, using our previous work on implementing processing near

the network in the distributed storage layer [13] as an example,

we will discuss which parts of analytical SQL queries can be of-

floaded to SmartNICs, using what interface, and how does the Smart

Component design for the offloaded operations look like (as an ex-

ample of application-level offloading). We will focus on Selection

filters and Group By aggregation, because they result in the most

reduction of data sizes and can be carried out in parallel at each

partition of the data in distributed storage. We will use this example

to provide an intuition to the audience on how algorithms, that are

compute-bound on traditional CPU architectures, can be turned

into bandwidth-bound ones on FPGAs.

As a second example, we will present our findings on the topic

of offloading data access operations to a SmartNIC equipped with

ARM cores [21], discuss its limitations, and show the interplay with

faster networking technologies, i.e., RDMA. We will discuss what

opportunities and challenges are there when traversing B-Tree

indexes using RDMA and with offloading on the SmartNIC.

In addition to the two application-level offloading examples, we

will also discuss a third opportunity we identified for tailoring

the infrastructure-level operations for database needs. Namely, we

sketch how RPC calls used in a Cloud DBMS could be made faster

thanks to offloading to a SmartNIC – but we will also highlight the

shortcomings of some of the SmartNICs on the market today in

achieving this goal.

Deciding when to offload and what to offload. The tutorial
will provide a “rule of thumb” to help decide which operations to

offload from a query workload, and how to determine the target

processing rate of the SmartNIC. This is important because work-

ing with specialized hardware requires extra effort and unless the

offloading results in significant performance/efficiency gains, it

might not be worth it. To this end, we will present our early design

for a framework for modeling the behavior of streaming data ana-

lytics platforms [8], with the goal of determining which query steps

should be offloaded to SmartNICs and what speed this offload has

to achieve. In this framework, the query processing is represented

as a network of queues, where for each communication link and

processing step, we determine its average bandwidth and its data

reduction factor (e.g., selectivity of a filter predicate), and then use

these to pinpoint bottlenecks. Even though our model requires only

a few measurements to be built, it can help design offloading in a

wide range of workloads and targeting different SmartNIC types.

Benefits of SmartNICs beyond query processing. If time

permits, we will use the last part of the tutorial for an example of

how SmartNICs could be used not only to make existing query-

processing tasks more efficient, but to allow us to add new features

to the database or to the infrastructure without slowing them down.

Our previous work on Software Defined Data Protection [12] is

an example of using in-network processing to increase the pri-

vacy/security guarantees of the storage layer of a distributed data-

base, without slowing query processing down.

3 ORGANIZATION AND FURTHER DETAILS
3.1 Duration and Style
The length of the tutorial is three hours. It is a mix between a

primer and a survey: It is like a primer because we expect that

the topic of NIC internals and SmartNIC hardware design will

be relatively new for most audience members. The discussion of

success stories in the DBMS setting is more like a survey and a

compass to understand what works well in which Cloud DBMS

scenario. Overall, our goal is to help audience members understand

when SmartNICs can be useful for DBMSs, while also providing

explanations at the hardware level on why this is the case.
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3.2 Target Audience and Prerequisites
Our target audience is a mix of researchers and practitioners, with

a good basic understanding of how data-intensive systems work

at the software level. There are no assumed prerequisites in cloud

architecture or in computer architecture. At the same time, given

that we will provide a holistic view of using SmartNICs in Cloud

DBMS, we believe that the tutorial will be useful even for those

audience members who are already knowledgeable in using modern

network technologies.
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