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ABSTRACT

The widespread use of images without ALT tags on web
pages reduces accessibility for the visually impaired. We
present a system that automatically adds ALT tags based
on an analysis of image contents.

Categories and Subject Descriptors

K.4.2 [Computers and Society]: Social Issues— Assistive
technologies for persons with disabilities

General Terms

Human Factors, Algorithms

1. INTRODUCTION AND RELATED WORK

Missing alternative textual descriptions for images on web
pages constitute an important aspect of reduced accessibil-
ity [6]. For example, when using a text-to-speech device for
web-pages, “if no ALT tag is provided for an image, the user
simply hears the word ‘image’ when they mouse over it” [7].
The W3C Web Content Accessibility Guidelines include as
“Guideline 1” the recommendation to “Provide equivalent
alternatives to auditory and visual content” with the first
checkpoint being “Provide a text equivalent for every non-
text element (e.g., via "alt", "longdesc", or in element
content)” [8]. Not following this guideline reduces the us-
ability of web pages not only for the visually impaired, but
also for users of cell phones, low-bandwidth connections, or
text browsers. However, only 39.6% of significant images of
high-traffic websites were found to be labeled with alterna-
tive text in a recent study [2].

Our approach to making web pages more accessible is the
creation of a web mediator that automatically adds miss-
ing alt-tags to img-tags [3]. Mediation for improving ac-
cessibility has been used by a number of existing services,
e.g., by the BBC [1]. Mediated annotation of images in
web pages has been independently developed as part of the
Weblnsight project [2]. Weblnsight attempts to infer good
alt-tags based on image context and link structure of the
web page, optical character recognition (OCR), and manual
human labeling.
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Human labeling has a number of limitations, however, in-
cluding cost and availability of labelers, as well as privacy
and security issues. Our project has therefore aimed from
the start at completely automated mediation for vision im-
paired users.

We treat the creation of ALT tags as the problem of au-
tomatic metadata creation or automatic tagging of images
based on their content. The assumption is that the tags
that users naturally supply for images in existing photo col-
lections (e.g., Flickr, personal photo databases) contain a lot
of information about the image itself. Alternatively, since
the system is data driven, tagged image collections created
manually for systems like Weblnsight can also be used as
the tagged image collection used to train our system.

Our fully automatic tagger' is based on image similarity
measures as they are used in image retrieval and a collection
of already tagged images. Similar system have recently also
been developed by other groups (e.g. [5]). Using content-
based similarity, for a given image without textual descrip-
tion, we can find a set of visually similar images in our la-
beled data base. The descriptions of the similar images can
then be used to predict a suitable description for the new
image. By adding category labels, we can also supply cat-
egory names for image types that occur often in web pages
like ‘logo’, ‘icon’, or ‘photo’.

In addition to the automated tagging results, we also per-
form a simple rule-based image analysis in order to generate
additional textual descriptions of the image, giving the user
information about image size, dominant colors, and image

type.

2. GENERATING IMAGE-TAGS

Figure 2 shows an overview of the architecture of our sys-
tem. An HTTP proxy analyzes the requested and fetched
HTML documents. It then fetches the embedded images and
asks the image tagger for appropriate descriptions. There
are several ways to implement the proxy, of which we chose
to use the Apache web server and PHP scripting. Generated
tags are cached to speed up the response if the same image
is to be processed more than once.

Figure 1 shows example results of automatically generated
alt-tags viewed as tool-tips on mouse-hovering (the mouse
pointer is not shown). You can observe one interesting result
in the last image, which is labeled with the term “horses”.
This is due to the fact that there are no images of soccer
players in our labeled image database, but several of horses

A short video demo of the tagger is available at
http://demo.iupr.org/tagger
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Figure 1: Examples of automatically generated ALT-tags.
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Figure 2: Architecture of our system.

on green grass. Thus the tagger predicts the label “horses”
incorrectly here. This illustrates the dependency on a well-
labeled image data base for this approach to work well.

To automatically add descriptive tags to an image, a sys-
tem was designed that assigns a category and a set of tags
to an arbitrary image. Together, these describe the query
image, where the category focuses more on the type of im-
age (e.g. photo, icon, graphic), while the tags give more
information on the actual image contents. The system de-
sign follows a client-server architecture: the server, which
is a slightly modified version of the FIRE image search en-
gine [4], houses a large database of images and image fea-
tures, for which the tags are known in advance. To evaluate
image similarity, we use a weighted combination of Tamura
texture features and RGB-color histograms, in both cases
using the Jensen-Shannon-divergence as the distance mea-
sure. This combination has been shown to yield good results
in comparison to various other approaches [4]. For a new im-
age, a k-nearest-neighbor search through the image database
is performed. The nearest neighbors’ tags and categories are
used along with their similarity scores to determine the out-
put tags and categories using a voting scheme.

3. CONCLUSION

We have shown a system that performs first steps towards
automated addition of missing alt-tags to images in HTML
documents. The system already appears to be a useful alter-
native to manual tagging regarding both cost and privacy.

In fact, even though our system does not attempt to per-
form a deep semantic analysis of the input images—and such
an analysis is still far beyond the state of the art in im-
age understanding—our shallow, retrieval-based approach al-
ready appears to capture some of the information that users
require in these kinds of applications [6], including color,
location, and the presence of people. Even seemingly high-
level properties, like emotion and atmosphere, can be cap-
tured through low-level analysis since they are often ex-
pressed through choice of color, focus, and brightness.

Currently, we are aiming at improving the system by eval-
uating further features and adapting the tagging method to
the image type, by constructing better training data sets,
and by incorporating OCR output using the open source
OCR system OCRopus (ocropus.org). Furthermore, We-
bInsight [2] and the data it produces could be combined very
well with our approach.

Perhaps the most important next step will be the creation
of standard data sets and the performance of user studies
to determine how large the gap between manual and auto-
mated annotation is, and what changes to the system lead
to demonstrable improvements in user satisfaction and pro-
ductivity.
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