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Abstract

In this paper we present some on-going work andside how to relate text-based semantics to imagesb documents. We suggest
the use of different levels of Natural Languagecessing (NLP) to textual documents and speechdrigts associated to images for
providing structured linguistic information thatncée merged with available domain knowledge in prdegenerate additional
semantic metadata for the images. An issue to éeifggally addressed in the next future concermesattomation of the detection of
relevant text/speech transcripts for a certain en@yg video sequence). Beyond the time code appraaith its shortcomings, we
expect from the discussion in this workshop ondakcharacteristics of the language that can oulshbe used to describe image
content an improvement of the approaches we atndesith for the time being.

as they can be extracted from audio-video materitd, a
1. Introduction high-level features organization as one can tyfyidaid

We started our work within a past European projectl & (domain) onto . . .
Esperonto. The Esperonto project was dealing with 1he EU co-funded project aceMedia is offering ayver
annotation services for bridging the gap betweea th900d example of such an approach. In this project,

actual (html based) Web and the emerging Semangip.w ©ntologies, which are typically describing knowledgs
A smaller task of the project was dedicated to th&XPressed in words, are extended in order to ieclhe

investigation on how to automatically provide for lOW-level visual features resulting from state-bétart
semantic annotation for images present in a wele.pag audio-video analysis systems. For the descriptiolow-

possible strategy we investigated was to provide fol€Vel features, the project uses as its backgrotined
ontology-driven  semantic annotation of the textMPEG-7 standard, and proposes links from the MPEG-7

surrounding an image in a web page. descriptors to high-level (domain) ontologies (see

This work is being continued and extended within g\thanasiadis, 2005). So in a sense no full integnats
recently started Network of Excellence, called Kagp Proposed here, but a linkage between the MPEG-7
(Knowledge Space of Semantic Inference for Autognati 9€Scription scheme and ontologies represented in a
Annotation and Retrieval of Muliimedia Content, Sémantic Web language, and interoperability —of

http://kspace.qmul.net/), in which some Labs ar’éjescriptions of audio-video material is indireathalized.
specifically dedicated to the contribution of Human, Another closely related approach (see the papers by
Language Technology (HLT) for the semantic indexing’@"€ Hunter) is proposing a reformulation of theawetic
(and possibly retrieval) of multimedia content. [ege, metadata —of = MPEG-7  descriptors in ~machine-
which will bé described in more details in this papis understandable language (MPEG-7 Description Schema

offering a more integrated approach for multimedia?€ing only a machinesadablelanguage) and use RDFs
semantics, aiming at a formal integration of lowele ©f OWL. This step is ensuring a better interopeitgtof

features extracted from multimedia material ontihge of ~Semantic multimedia descriptions. But here the sros
state-of-the-art audio-video analysis, and highelev media aspect is missing, since no textual anaksdor

features resulting from text analysis coupled withSPEECh transcripts are taken into account.
semantic web technologies. A new iniative, the K-Space European Network of

Excellence, has started recently. This project galidg
2. Background' Multimedia Semantics with ser_nantic infere_znces_, for semi-autom_atic_: aninatat
) o } . and retrieval of multimedia content. The aim istorow
~ The topic of Multimedia Semantics has gained @fot the gap between content descriptors that can beuieh
interest in recent years, and large funding ageris®ued  automatically by current machines and algorithms, the

calls for R&D proposals on those topics. So forme@® & richness and subjectivity of semantics in high-ldweman
recent call of the European Commission, theedll of the  interpretations of audiovisual media: the so-called

6" Framework, was dedicated to the merging of result§emantic Gap

gained from R&D projects on knowledge representatio  The project deals with a real integration of knavge
and cross-media content. The goal being in makineg t sryctures in ontologies and low-level descriptdos

(semantic) descriptions of multimedia content rebls  5,dio-video content, taking also into account kremlge
on the base of a higher interoperability of medignat can be extracted from sources that are congpitary
resources, which has been so far described mairtlyea 5 the gudio/video stream, mainly speech transcrptd
level of XML syntax, as can be seen with the MPEG-%ext surrounding images or textual metadata desgyib

standard for encoding and describing multimedig@un  yideo or images. The integration takes place atv2ls:

In the line of the recent developments in the Bedd  {he |evel of knowledge representation, where festur

Semantic Web technologies, one approach consists fysociated with various modalities (image, tex#éshe
looking at ways for encoding so-called low-levedtiges,  transcripts, audio) should be interrelated witronaeptual



classes in ontololgies (from domain-specific to eyah the representation of the structure of the conteht
purpose ontologies), and the level of processinigerey multimedia documents. Work will also be dedicated t
high-level semantic features should be integratiog research on ontologies for low-level visual feasure
guiding (and so possibly improving) the automaticconcentrating on a model for the concepts and ptiege
analysis of audio-video material and the correspund that describe visual features of objects, espgcitie
extraction of semantic features. visualizations of still images and videos in terofidow-

As such the K-Space activities are mostly dedic&ted level features and media structure descriptionsoAl
the analysis of multimedia and cross-media datathad prototype knowledge base will be designed to enable
feature extraction out of such data. Navigatioaysle and automatic object recognition in images and video
retrieval in the field of semantic cross-media arek are  sequences. Prototype instances will be assignethsses
not primarily addressed. and properties of the domain specific ontologies,

An interesting project with respect to K-Space iscontaining low level features required for object
MESH, which seems to build an application scenaro identification.
the base of the multimedia and cross-media knowdedg Partners of K-Space dealing with textual analysis w
structures discussed and proposed by K-Space aimtegrate into this ontology infrastructure the itgb
aceMedia. The domain of application is given by thdeatures for text analysis, also proposing ontoloiggses
News domain. The project will deal with the ontoleg at a higher-level, that supports the modeling ténirelated
driven semantic integration of content featuregsaeted cross-media features (multimedia and text). We halse
from video, images, speech transcripts and textltiMu our work on the proposal made by (Buitelaar eR0f5).
and cross-media reasoning is an important issue, her
insuring consistency and non-redundancy of thegmated 3.2. Use of Textual Information and Knowledge
cross-media features. A major issue will consist in Bases for Semantic Feature Extraction
proposing an appropriate syndication of the seroaltyi from Audio Signal
encoded material for distribution to distinct (nmelpiend- In K-Space some work will be dedicated to the
user hardware, also under consideration of persm@n oy tension of state-of-the-art processing and aislys
aspects. Suppqrtlng thus the distribution of ret¢wvaulti- algorithms ~ to handle high-level, conceptual
and cross-media content. o . representations of knowledge embedded in audioeabnt

The 2006 edition of TRECVid is offering an paseq on reference ontologies and semanticallytaratb

interesting - development, since one of its tasks i§qqqciated text (including speech transcripts, wiien
addressing searching within a multimedia databas%{ualityofthe transcripts allows it).

whereas interaction with the user is also fores@ém.can K-Space will consider all types of audio sources

expect here that the user will input his/her geerie ranging from speech to complex polyphonic music
natural language, whereas the use of certain leiteras signals. The description schemes of the MPEG-7dstah
should guide he intelligent search in large archiveyefine how audio signals can be described at differ
containing cross-media material. abstraction levels: from the lowest level primisyesuch
. . . as temporal or audio spectrum centroids, spectrum
3. Anintegrative approach in the K-Space flatness,p spectrum spreadi? inharmonicity, etc.,?he
Network of Excellence highest level, related to semantic information. Setic
The projects mentioned above (and some others, notformation is related to textual information ondausuch
listed here for reason of place), are given us mapmd as titles of songs, singers’ names, composers’ same
information about methodologies and technologiediie  duration of music excerpt, etc.
“ontologization” of low-level audio-video features  This textual information is often encoded using the
extracted from multimedia content. Here we desciibe text annotation tool of the Linguistic Descripti®@heme
some more details the K-Space project and theigesiv (LDS) of MPEG-7. An example of such a (manual)
related to the use and analysis of sources compliame annotation related to a video sequence is giverbgisw:
to audio-video material. First we describe the desn
ontology infrastructure, which will give the basar the
integration of low-, mid- and high-level featuredracted
from audio-video and associated text/speech trgmscr <VideoSegment id="shotl_13">
<MediaTime>
<MediaTimePoint>T00:01:40:11008F30000</MediaT
3.1. Development of a multimedia ontology imePoint>
infrastructure <MediaDuration>PT10S26326N30000F</MediaDurat

The multimedia ontology infrastructure of K-Space®™
will contain qualitative attributes of the semantibjects </MediaTime> _ . §
that can be detected in the multimedia materigl, elor <TextAnnotation confidence="0.500000">

homogeneity, in the multimedia processing metheds, <FreeTextAnnotation>
color clustering, and in the numerical data or lewel TRACKS STOPPED ROLLING NOSE AND FORMALLY

features, e.g. color models. The ontology infradtme FILED A HIGHWAY WITH EIGHT DAILY NEW YORK
will also contain the representation of the topelev NEWSPAPERS WHERE THE VOID OF NEWSPAPERS THE

structure of multimedia documents in order to ftatit a VO!D OF CUSTOMERS )
full-scale annotation of multimedia documents. R&D </FreeTextAnnotation>
work will be dedicated to the specification and  </TextAnnotation>
development of a multimedia content ontology suppgr ~ </VideoSegment>



Interesting to note here, is that the media timals®
given, so that this can be used as a way to look fo
alignment of the low-level features and the higkele
features that can be extracted from the text.

Our work will consist here in proposing a linguisti
and semantic analysis of all the available freet tex
annotations used in the semantic representanti@udib
signal, and mapping this onto either the structured
annotation scheme of LDS (specifying the “who”, the
“what”, the “why”, the “when” etc in an explicit wa, or
to provide for an ontology based semantic annatatio
term of instances of ontology classes).

e Title of the document

e Caption text: ,Click on the image to enlarge” (a
non relevant item, to be filtered by the toolspals
on the base of lexical properties of the words).

e Content of the HTML ,Alt“ tag: “VEGETABLE
GARDEN WITH DONKEY"

e Content of the HTML  ,Src* tag:
http://www.spanisharts.com/reinasofia/miro/burro
It.jpg

¢ Abstract text

¢ Running text

On the base of this, we wrote a tool that suppibrs

We will also use TRECVid data, using aligned speecimanual selection of such textual regions, and feosk to

transcripts and video shots, and looks for waysxtoacts

a linguistic processing engine. The linguistic @gsing

high-level semantics from the transcripts (whicke ar engine has been augmented with metadata sepcifiyeng
attached to the audio-video stream using also tbe Ltype of text to be processed (we expect for exartipe

scheme). For sure the quality of transripts is rofbad,
and here we will use robust NLP methods and I|m|£§

Title and the “Alt” text to consist mostly of phies)

Vew G pooimals Lok Wedow beb

ourself to the detection of basic textual chunks.
For improving the alignment of text/transcripts hwit
the audio (or video) signal, we try to identify iyal |

lexical items that link directly such text/trangts to the ‘=2
——

signal (“here you can see” etc.).

-0 Q@ @ wErs

Chriome | Cigockmaris £conde £ vieBan-Homepsge #von anach £ Kanoo v

ainets .. semtannot

Create a hunger- VreeAmenca o n will help feed millions.

Reina Sofia National Museum

1 Cormantaries on he pctures writen by Jorge Jiménaz, Ditector o An ot Spanish ndox

3.3. Analysis of Complementary Textual
Sources for adding Semantic Metadata to
Multimedia Content

The human understanding of multimedia resources
often facilitated by usage of complementary sourtes
order to simulate this attitude, K-Space will implent
mining methods and tools for such complementa
resources in order to reduce the semantic gap hyimtg
annotations from those sources, and so to reaclora
complete annotation of (sequences of) images.

The project will address mining and analysis f

VEGETABLE GARDEN WITH DONKEY (918

m Art, Estocolmo
This pitur depitstherrs andsape of Montro and eombines smpifieation of the objects wthcar for

detail. Mir <d by the artistic vanguards of Barcclona (cubism and fauvism), surpriscs us with works
T4 8 a4 e e st 0tz s

This picture reflects Miré’s which encompasses the 20°s, where his treatment of the color blue in
the baclgro it ot figure, qmutmp wblei i ptntitgBlry e hoste e LT R bagstlirady
the object on its own. Not in the thmcircpr ented, but in the wayh e worked on canvas.

ESCARGOT, FEMME, FLEUR, TOILE (1934
L 195x122

semantic features extraction within two differeypes of
resources:
¢ Mining and analysing primary resources: Analys

Figure 1 Example of a web page with images of paintings. Viaus
text regions are offering different kind of “metadaa” to the

of the primary resources that are attached to the
multimedia data, e.g. texts around pictures,
subtitles of movies, etc.

e Mining and analysis of secondary and tertiary
resources: Analysis of data and text related to the
multimedia data under consideration,

5. The Linguistic Analysis of the Various

Text Regions
In the following lines, we show some of the (pdjtia

e.g. aesults of the linguistic analysis, as appliedhe various

programme guide for a TV broadcaster or a weliext segments. Our tools are delivering a dependenc

site displaying similar pictures. annotation:
4. Linguistic Analysis of relevant Text
Reglons e LAt text: 'VEGETABLE GARDEN WITH
. DONKEY"
We report on a first experiment made within the . Y . .
Esperonto project, where also a small ontology on <NP _ HEAD="garden” PRE_MOD="vegetable
b pro) 9y <POST_MOD  CAT=  “PP”  HEAD="with’

artworks has been made availble to the projectgparin
this ontology, typical terms were associated tagetass
(so for example the terms “surrealism” and “cubisané
associated to the class “artistic_movement”.

In the Esperonto scenario, we first defined thesiixbg
relevant text regions for the semantic annotatibrihe
image (see below in Figure 1 the example of such an
image, in a web page dedicated to the painter Mire,
first image being the base for our indexing pragpetyool).
We identified following text regions (in both thext and
in the html code):

NP_COMP_HEAD="donkey’</POST_MOD></NP>

e Abstract/Running text: “...This picture depicts the
rural landcape of Montroig ...”

<SENT SUBJ="This picture” PRED="depicts

OBJ="the rural lansdscape of Montroig"</SENT>
Detailled annotation of the direct_object: <NP
HEAD="landscape” PRE_MOD="rural’
<POST_MOD CAT="PP" HEAD="of"
NP_COMP_HEAD="Montroig"</POST_MOD>
</NP>



6. The Semantic Annotation We have described some approaches that take

On the base of a mapping between the linguisti@dvantages of so-called complementary sources
dependency and the terms associated to the clagges (text/transcripts) for automatically adding semanti
ontology (whereas we accomodated the classes of thaetadata to image material. Till now we concenttate
ontology to be associated with patterns (for copiog the Imgms_nc processing aspect, with a very sriealical
example with date expressions), we could provideafo base. Lexical consideration would allow to exteng o
semantic annotation of the texts associated with th@PProach and to really evaluate it. More princifedcal

picture. information would also support the automatic detecof
text parts that are referring directly to the comtef the
6.1. The (Toy) Art Ontology (schematized) image under consideration, and not to metadatéecttla

. Object > Arork > Painting [has. creator this image (in_ which museum is the picture, wo méde
has_name, has_subject, has_aimensién?tc') or on topics not related to the image at all.
has_material, has_genre, has_date...] _ We 'WI|| also have to think at prmupled ways for

. Person > Artist > Panter [has_name,integrating the lexical knowledge into the multinaed
has_birth_date, part_of_artistic_movement ...]  infrastructure. At the beginning we would follovsnilar
approach that has been proposed for the integratfon

6.2. The Instantiation of Classes lexical information in domain specific ontologieand

Title: Vegetable garden with donkey proposed in the SmartWeb project.
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assumed that the text is related to the pictureoi®® we Multimedia Ontology Infrastructure for Semantic
had an ad-hoc relation of terms to the conceptshef Annotation of Multimedia Contentn proceedlngs of
ontology (for example “Oil"). Third we had defined the ISWC 2005 Workshop “SemAnnot”.
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(post_nom_mod), thus introducing quite fine graritya SmartWeb Projectttp://www.smartweb-projekt.de
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The missing point here: there is no principled tieta
between the terms in the ontology and the resilthe
image analysis (in term of low-level features). Wek
here that a domain ontology taking into account the
specific features for the multi-modal analysis comgnts
could help in establishing this relationship, natyoat
lexical level but also maybe at the syntactic leftake
dependency relations in linguistic fragments of tgex
refering to images could give some hints about the
distribution of objects in the picture).

But clearly one has to think first of a specific
classification of lexical items in terms of possibihdices
of multimedia content, before looking a syntactic
properties of text related to images.

7. Conclusions



