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Abstract This article reports on two user studies investi-

gating the effect of visual context in handheld augmented

reality interfaces. A dynamic peephole interface (without vi-

sual context beyond the device display) was compared to a

magic lens interface (with video see-through augmentation

of external visual context). The task was to explore items

on a map and look for a specific attribute. We tested dif-

ferent sizes of visual context as well as different numbers

of items per area, i.e. different item densities. Hand motion

patterns and eye movements were recorded. We found that

visual context is most effective for sparsely distributed items

and gets less helpful with increasing item density. User per-

formance in the magic lens case is generally better than in

the dynamic peephole case, but approaches the performance

of the latter the more densely the items are spaced. In all

conditions, subjective feedback indicates that participants

generally prefer visual context over the lack thereof. The

insights gained from this study are relevant for designers of

mobile AR and dynamic peephole interfaces, involving spa-

tially tracked personal displays or combined personal and

public displays, by suggesting when to use visual context.
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1 Introduction

Mobile devices provide a convenient way to augment exist-

ing static information with dynamic and personalized con-

tent. For example, large-scale paper maps are already avail-

able in public spaces but they only provide long-term, struc-

tural information that is intended for broad use by a general

audience. Mobile devices can add specific content dynami-

cally and hence increase the value of static large-scale maps

for navigation and exploration. At the same time, mobile de-

vices have limited screen space and do not provide a good

overview over large visual information areas. Combining the

advantages of large-scale paper maps and of small dynamic

personal displays has the potential to overcome both prob-

lems [1,2].

In our approach camera phones use the integrated cam-

era to precisely track their position over a background

surface and overlay additional information over the video

stream in real time [3]. This so-called magic lens [4] ap-

proach allows users to use general public displays in a per-

sonalized way by dynamically adding selected content. For

example, a standard city center map could provide selected

points of interest, like nearby coffee places or museums, by

holding a camera phone over it. The camera phone can serve

as an entry point to online information and services, such as

current events, opening times, current movies at a cinema,

ticket hotlines, navigation services, as well as parking lots

with their associated parking costs (Figure 1).

However, using two displays in combination potentially

creates new usability challenges, because users have to di-

vide their attention between the handheld device display

and the large public display. Locating items of interest in-

volves looking at the large background for identifying static

features, as well as using the handheld display for getting

up-to-date online information. The exploration of these two

presentation surfaces requires visual search in each one and
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Fig. 1 Camera view augmented with prices for parking lots. The blue

parking signs are visible on the background map. The overlay graphics

are generated by the phone.

switching visual attention between the two. This paper tries

to identify the strategies users adopt to solve typical search

tasks in this context and to chart the performance that can be

expected in such interactions.

A previous study on exploring maps with mobile de-

vices [5] compared the performance of traditional joystick

navigation (static peephole [6]), position-tracked navigation

without visual context (dynamic peephole [6]), and position-

tracked navigation with visual context (magic lens [4]). In

the dynamic peephole case, the map information is only pre-

sented on the device display. In the magic lens case, map

information is available on both the personal device dis-

play and the large-scale paper map. The magic lens provides

video see-through augmentation of the external map. In this

previous study [5], the two position-tracked interfaces out-

performed the static peephole navigation method (joystick),

but the magic lens interface (which provides visual context)

surprisingly was not significantly faster than the dynamic

peephole (which does not provide visual context). As the

second experiment presented in this article shows, the lack

of an advantage in the magic lens case was caused by the

particular choice of item number and background size.

The goal of this work is to explore the role of the size

of the visual context and the item density in interactions,

which combine a personal handheld and a large-scale con-

text display. The first study presented below is explorative

and investigates what movement patterns and gaze shifts oc-

cur. The second study investigates in more detail the role

of display size and item density. Our initial hypothesis was

that the item density would affect to what extent users take

advantage of the information that is provided in the back-

ground. Specifically we hypothesized that the effectiveness

of visual context decreases as item density increases. We ex-

pected that for lower item densities the magic lens condition

(with visual context) would outperform the dynamic peep-

hole condition (without visual context). The earlier experi-

ment [5] suggested that there is a density limit above which

users will only use the device display and not switch their vi-

sual attention to the background display. The results of this

study can help to decide whether it is useful to offer visual

context in the background or just use a dynamic peephole

interface.

2 Related Work

Camera-equipped mobile devices can be used as see-

through tools [4] to augment background surfaces, such as

paper maps, posters, or electronic displays. When the de-

vice is held above an object or surface, visual features in the

scene are highlighted and additional information is overlaid

in real-time on the device’s display (see Figure 1). The term

magic lens [4] has been coined in the context of graphical

user interfaces to describe this type of multi-layer interface

in analogy to a reading or magnifying glass [7].

Whereas magic lens interfaces are based on the idea of

real-time augmentation of the real world scene, peephole in-

terfaces [6,8] denote a class of interface where the view-

port of a mobile device is used as a window into a virtual

space and no visual context is available outside the device

display. This requires a spatial tracking method in order to

compensate for the movement of the peephole, such that the

workspace appears at a constant position in space [9]. As

an example of a dynamic peephole interface, Yee [8] pro-

totyped a spatially aware calendar application. Hachet et

al. [10] realized a two-handed interface by tracking a piece

of card-board that the user moves behind a camera-equipped

device.

Magic lens interfaces with external context offer a par-

ticularly promising kind of interaction, since they allow for

augmenting large-scale public displays with high-resolution

information on the handheld device. This relates to the con-

cept of focus & context displays. Baudisch et al. [11] inves-

tigated the use of a high resolution focus display in com-

bination with a lower resolution context display. Sanneblad

and Holmquist [12] used ultrasonic tracking to align a small

display with a large overview for a map application.

Paper maps are highly structured ways of visual infor-

mation presentation that particularly benefit from a large

area in order to effectively depict spatial relationships. Sev-

eral approaches exist to link paper maps to electronic con-

tent using handheld devices. For example, Reilly et al. [1]

deployed maps equipped with an array of RFID tags to the

realize physical hyperlinks. The number of hyperlinks is

limited to the number of RFID tags used and the map pro-

duction costs are relatively high. Schöning et al. [2] used

a marker-based approach with a camera-equipped PDA to

augment paper maps. The idea of Wikeye [13] is to place

georeferenced Wikipedia content on public city maps in or-

der to help users learn more about their current place. When
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the user views a small portion of the map through his or her

mobile device, Wikipedia-derived content relating to these

spatial objects is offered to the user.

In contrast to the more general work outlined above, we

investigate users’ search strategies in magic lens interaction

and in particular the effects of item density and background

size on the effectiveness of visual context. This enables us

to formulate heuristics for the usage of a magic lens inter-

faces and to characterize the performance gain that can be

expected by providing visual context in a given situation,

e.g., for searching.

Several models of visual search have been proposed in

psychology that differ in the extent of parallelism they as-

sume, i.e. to what extent processes are supposed to occur

in parallel or serially [14,15]. In parallel search, the target

“pops out” from distractor items as it is uniquely differ-

ent (e.g. in color), and an increase of distractor items does

not increase the search time, whereby in serial search, item

detection requires detailed processing (e.g. the letter “C”

in a group of “O”s), probably as the target item consists

of a combination of different features (e.g. a red “C” in a

group of red “O”s and green “C”s) that have to be evalu-

ated in conjunction (Feature Integration Theory [16]). Here,

the number of distractor items influences search time, al-

though it might be possible that subjects group items if they

know all relevant item features in advance (Guided Search

Model [17]). The slope of this increase in search time is sup-

posed to reflect search difficulty.

The task used in the studies presented below was to find

the cheapest parking lot. This task is obviously an exhaustive

serial search, as all items have to be checked to determine

the cheapest among them. The first step in this task, to lo-

cate the P symbols, however, may be done in parallel if the

map appears on the large background whereas it can only

be achieved by serial scanning with the magic peephole if

no meaningful information is presented on the large display

and the map just appears on the mobile phone display. The

question is to what extent the information in the background

will be used during the task. Focusing on a nearby display is

more demanding than watching one at a longer distance due

to higher load on the ocular vergence system [18]. On the

other hand, switching between levels of different distances

also requires vergence movements as well as changes in lens

contraction. With regard to scanning behavior, the next fix-

ated item is the more likely to be hit correctly with a saccade,

the closer it is to the current fixation point [19]. Large sac-

cades appear to be associated with more planning costs and

thus there is a tendency to prefer short saccades, especially

if arm movements are involved [20]. Additionally, people

show difficulties to guide attention away from the area near

their hands when manual interaction is involved [21].

3 Overview of Experiments

In the following, we report two experiments. Both involve

searching on maps with the help of a mobile phone. In addi-

tion to subjective responses, reaction times, and error rates,

we also recorded eye movements. However, the two experi-

ments differ with regard to stimulus material and eye move-

ment evaluation. In the first study, the number and position

of items remained constant throughout the trials. In the sec-

ond study, the position of items changed with each trial and

the number of items varied as an additional factor. The de-

ployed eye tracking analysis in the first study was restricted

to manual coding of the video recording; in the second study

it additionally involved a detailed analysis of saccadic and

fixation parameters.

The first experiment was primarily explorative and was

aimed to reveal strategies that users adopt when solving a ba-

sic search task with a combined handheld and static display.

The movement trace of the phone across the background was

logged on the device and eye movements were recorded via

a head-mounted eye tracker. The eye movement videos were

manually evaluated to capture shifts between the device dis-

play and the background, but no detailed analysis (e.g., of

the duration of fixations) was performed. The first experi-

ment provided valuable insight about the interactions, but

had a few limitations. First, the study was performed with a

set of static paper maps. Therefore, participants might have

remembered the positions of the items, which would poten-

tially influence results. Second, we noticed that the fixed

number of 20 items on the map was quite high. Frequently,

the next item already appeared on the device display, which

made it unnecessary for the user to scan the background for

the next item.

In the second study the map in the background and the

positions of the items were changed after each trial. More-

over, the number of items was introduced as an additional

factor. The analysis of eye movement behavior was more de-

tailed. In addition to manual analysis of gaze shifts, we de-

termined the average amplitude of saccades and maximum

pupil dilations as an indicator of mental workload [22].

4 Experiment 1

The first study investigated the effects of the presence of vi-

sual context on completion time, error rate, and subjective

satisfaction in a basic search task involving a small hand-

held and a large static display. In the magic lens case, the

items were visible on the background, but the attribute to

look for was only available as a textual overlay generated by

the phone. The aim was to simulate searching for dynamic

information that cannot be expected to be completely avail-

able on a static background.
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Fig. 2 Experimental conditions of experiment 1.

4.1 Design

The first study was set up as a 2x2 within-participants design

with the following factors (see Figure 2):

1. Visual context: available (city map) vs. not available (ab-

stract pattern).

2. Context size: small (A3) vs. large (A1).

The conditions without visual context (pattern) implied

dynamic peephole navigation with the spatially tracked dis-

play and visualization on the display only. In contrast, the

conditions with visual context (map) implied magic lens

navigation, where the mobile display reproduced the under-

lying paper map section plus overlays (as in Figure 1).

The order of conditions was counterbalanced and pre-

sented in blocks. For example all small map interactions ap-

peared in one block without allowing the user to switch to

another method. The assignment of rates to each P symbol

within the trials was randomized. One block consisted of ten

trials. Thus, participants had to complete 40 trials altogether.

4.2 Tasks

To cover a typical task for mobile map interaction we chose

an object locator task, which is described as a fundamental

task in the literature [23]. The general scenario for all condi-

tions was that users had to find the cheapest among 20 park-

ing lots on the map (indicated by blue parking signs). For the

conditions with visual context the parking signs were visible

in the background, but the price for parking was only visible

on the phone (see Figure 1).

A single trial consisted of scanning the map in the de-

fined condition and finally selecting the target. At any time

the item closest to the cursor (on the screen’s center) was

highlighted with a red frame (see Figure 1) and selected

Fig. 3 Participant with eye tracker searching on the large map (lef) and

the small pattern (right).

when the user pressed a button. Users were not required to

exactly position the cursor on the target. After each selec-

tion the participants were informed about success or failure

of the trial and the next trial could be started. After finish-

ing 10 trials per condition a screen informed the participants

about the next condition.

4.3 Apparatus

For the condition without visual context an abstract col-

ored pattern, generated with an image mosaic algorithm, was

printed on paper sheets both in A3 (42x30 cm) and A1 size

(84x59 cm) and attached to a whiteboard in landscape ori-

entation. For the condition with visual context a colored city

map was printed in both sizes and attached to the whiteboard

as well.

The handheld device was a Nokia N95 camera phone.

The same real-time tracking method was used in both exper-

iments and in all conditions [3]. It provides graphical over-

lays with pixel-level accuracy, has an average frame rate of

8-10 Hz, and a delay below 170 ms. In addition to the algo-

rithm described in [3], fast movements are detected with an

optical flow method. This provided sufficient responsiveness

for our purpose.

The magic lens function was enabled by a client applica-

tion that captured all user interactions and movements with

timestamps. With this application it is possible to see the

video stream of the phone camera on the phone display aug-

mented with additional information. The operable distance

range of the phone was 6-21 cm. To give feedback about

the distance limits the text “too close” and “too far,” respec-

tively, was displayed when users were about to leave the

recognition range. On the display the city map with park-

ing lots was shown. Each parking lot was marked with a blue

“P” symbol. There was always a unique cheapest parking lot

present on the map. The cheapest rate varied randomly be-

tween 0.50-1.20 EUR. Increments were 0.10 or 0.20 EUR.

Duplicates were possible except for the cheapest rate. The

rates were randomly assigned to P symbols and displayed in

red with a black shadow below each P symbol (see Figure 1).

Eye movements were recorded monocular with a head

mounted iView X HED system by SMI (Senso Motoric In-
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struments) with a sample rate of 50 Hz (see Figure 3). The

system recorded eye movements and a video of the scenery

from the subject’s perspective to create a video with overlaid

eye movements.

The eye tracking videos (test subjects’ visual field with

superimposed eye movements, one video per condition)

were analyzed offline by a trained rater who classified the

current gazes as being located on the mobile display, on the

map, or elsewhere, and determined the direction and du-

ration of every gaze shift. Note that we will use the term

gaze very broadly in the following to refer to eye move-

ments that stay focused on the display, although the period

might actually consist of several fixations and small sac-

cades across this display. The sequence “eyes switch from

display to background map” followed by “eyes switch back

to display” was coded as one gaze shift. All single gaze shift

events during a trial were aggregated into one value.

For evaluating the usability of the system in general, par-

ticipants had to complete a questionnaire at the end of the

test. The aim was to find out how the participants perceived,

the efficiency, learnability, and other aspects of the system.

The questionnaire was based on the Software Usability Mea-

surement Inventory (SUMI) [24] with a three-point rating

scale. The 25 most suitable out of 50 items of the SUMI

were selected and adapted to the experimental context. Items

were, for example: “I would recommend the phone lens to

my colleagues” (scale affect); “The phone lens reacts too

slowly” (scale efficiency); “Warnings and error messages

are not sufficient” (scale helpfulness/global); “I often need

help when using the phone lens” (scale learnability); and “It

is easy to use the phone lens for what I want” (scale control).

Possible answers were: “I agree,” “I do not know,” or “I do

not agree.”

4.4 Participants

The study was conducted with 16 participants, 8 female,

8 male. They were students recruited at a local university

with a mean age of 26.4 years (standard deviation 2.5 years).

None of the participants was familiar with the city, the map,

or the application.

4.5 Procedure

Initially, participants were given a short written description

of the experiment and the instruction for the subsequent

task. Next, the height of the map and pattern sheets was ad-

justed such that their center was about at shoulder height.

After a short practice trial phase for navigating with the mo-

bile phone for each background the eye tracking device was

calibrated for the respective participant. This initial phase

took about 15 minutes. Then, eye movement recording was

started by the experimenter and the actual test began. Par-

ticipants had to complete 10 trials per condition. After each

trial, there was a pause screen that informed the participants

about the success of the previous trial and the number of

completed trials in this block. When participants were ready,

they clicked the right selection button on the camera phone

to start the next trial. Target selection was done with the cen-

ter joystick button. After each block, the experimenter asked

the participants how they managed the use of the device and

how they liked navigation.

After completing the actual test with all four conditions,

participants were asked to complete a questionnaire com-

paring all conditions. It contained a rating in German school

grades (“What school grade would you give to this condi-

tion?”: 1 = very good, 6 = not sufficient) and open questions

asking what they liked and disliked about the navigation for

each condition. Finally, participants had to fill in the ques-

tionnaire for evaluating the usability of the application.

4.6 Results

All participants completed the experiment. Trial times, error

rates, and attention shifts were the main performance mea-

sures taken. In addition, motion traces were captured and

analyzed to investigate the strategies participants used to ex-

plore the search space.

4.6.1 Search Time and Errors

A histogram of search time suggested that the data were log-

normally distributed. Hence all means, confidence intervals,

and ANOVAs were computed on the log-transformed data.

For the sake of clarity, the descriptive values and graphs are

based on retransformed log values. Outliers of more than

3 standard deviations from the mean were excluded. Nine

of altogether 634 trials were removed this way. Analyses of

variance were computed using the “mixed model” function

in SPSS.

The average search time over all conditions, measured

from the start of a trial until a selection was made, is 40.4

sec (95% confidence interval: 39.0-41.9 sec). If the user did

not select the cheapest parking lot in a trial, then this was

counted as an error. The overall error rate is 17.9% (95%

confidence interval: 14.9-20.9%). Grouping the results by

background type and size shows a strong effect: The large

pattern shows the longest search time (64.6 sec), followed

by large map (47.5 sec), small pattern (36.2 sec), and small

map (31.7 sec). A two-factor within-subject ANOVA shows

a main effect of background size (F1,246 = 131.73, p < 0.01),

a main effect of background type (F1,116 = 21.60, p < 0.01)

and an interaction effect of size with type (F1,190 = 5.56, p =
0.019). Merging context and size into a four-stage factor

“background” (F3,174 = 44.95, p < 0.01) corresponding to
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Fig. 4 Search time per trial for each condition (top). Error rate per

condition (bottom).

the categories in Figure 4, pairwise comparisons reveals that

the difference between A1 pattern and A1 map is significant

(p = 0.027), whereas the difference between A3 map and

A3 pattern is not (p = 0.414, Sidak-adjustment for multiple

comparisons).

Providing visual context on the large background leads

to a 26% reduction in trial time, whereas visual context for

the small size only leads to a reduction by 12%. The item

density for the large background is 158.7 items per square

meter. For the small background it is 40.4 items per square

meter. In the second study the item density was systemati-

cally varied to chart the parameter space.

The differences in error rate (see Figure 4, right) are also

significant. A two-factor within-subject ANOVA asserts a

main effect of size on error rate (F1,239 = 20.96, p < 0.01),

but no main effect for background (F1,197 = 0.12, p = 0.914)

and no interaction effect (F1,219 = 0.207, p = 0.650).

4.6.2 Motion Traces

In order to evaluate the effect of the availability of visual

context on search strategies, we investigated the motion tra-

jectories on the map. The conditions without visual context

typically lead to uniform exploration of the search space at

more or less constant speed. Users tend to systematically

move over the map in horizontal or vertical zig-zag fashion.

When visual context is available, the motion strategy

changes in that the subjects cover the area between items

very quickly and spend most of the time inspecting the
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Fig. 5 Gaze shifts per minute per condition (top). Gaze on background

relative to trial time (bottom).

items. With visual context, the exploration of the search

space is more strongly guided by the positions of the items.

4.6.3 Gaze Shifts (video coding)

Figure 5, left, shows that the number of gaze shifts dras-

tically increases when background information is provided

that can be incorporated in the search (F3,36 = 73.65, p <

0.01). Large and small patterns are both only rarely paid at-

tention to (1-2 times per minute, p=0.997 in Sidak pair-wise

comparison). The small map however is already fixated 17.5

times per minute (p < 0.01 compared to the pattern condi-

tions), and this number again significantly increases for the

large map (37.0 times per minute, p < 0.01 to all other con-

ditions in Tukey pairwise comparison).

The two pictures in Figure 6 serve to illustrate the se-

quence typically observed with the maps as background:

after the price of current symbol is checked, the eyes look

ahead to the next possible item (Figure 6, left) and the hand

is moved accordingly until the new item is visible on the

mobile display to check its price (Figure 6, right).

With increasing map size, the eyes need to scan the back-

ground longer to find the next possible item. Figure 5, bot-

tom, shows the proportion of background viewing time for

all conditions. The overall effect is F3,41 = 54.48, p < 0.01.

Again, pairwise comparison (Sidak) yielded significant dif-

ferences (p < 0.01) between all background versions except

for the two pattern conditions. Moreover, scanning time for

a single gaze shift increases for the large map compared to
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Fig. 6 Gaze—marked by the red eye tracking cursor—on the map (top)

and on the handheld display (bottom). The figure shows two phases

of movement towards the target: Gaze shift precedes hand movement

(top) and hand follows to new gaze position (bottom).

the small one. This becomes clear when contrasting the re-

lation of gaze shifts per minute (37.0 / 17.5 = 2.1, see Fig-

ure 5) with the percentage of time spent on the background

for both conditions (16.6 / 6.1 = 2.7, see Figure 5, bottom):

From the small to the large map the number of gaze shifts

per minute increases by a factor of 2.1, whereas the time

spent viewing the background increases by a larger factor of

2.7. Equivalently, a gaze shift on the large map takes 16.6 /

37.0 = 45% of the viewing time, whereas a gaze shift on the

small map takes only 6.1 / 17.5 = 35% of the viewing time.

The scanning time within one gaze shift is longer and more

gaze shifts are performed on the large map.

4.6.4 Subjective Results

After completing all conditions, participants rated them in

school grades. A grade of 1 represents the best grade and a
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grade of 6 the worst. All participants were familiar with this

system of school grades.

The order of preference corresponds to the search

time results (Figure 7): Best values were obtained for the

small map and worst for the large pattern. According to

a Wilcoxon signed rank test, only the difference between

small pattern and large map is not significant. Although

there is not a large difference between the small pattern and

the small map in terms of search time, the subjective rating

shows a significant difference between these two conditions

(Z = −2.16, p = 0.03). This means that even though for the

small size there was not a significant performance differ-

ence, the presence of visual context is still preferred by the

participants. For the small map, people liked the possibility

of finding the targets quickly because of their spatial prox-

imity and they also liked the need of covering only short

distances in terms of motor activity. In contrast, for the large

map, the search space was rated as too big for a good orien-

tation and distances were rated as too long. The pattern was

not liked because it did not help in orientation at all.

The overall rating for the system is depicted in Figure 8.

It shows that the participants’ rating for liking the applica-

tion (affect) was about average. Efficiency and control over

the functions were rated slightly below average. There might

be two reasons for this: First, there is a perceptible delay of

the tracking system. The majority of the participants rated

the application as reacting too slowly. Second, some dexter-

ity and effort are needed for focusing a specific point. Partic-
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ipants stated that keeping the right distance from the surface

was sometimes difficult. However, participants were quite

satisfied with the clues given by the lens application to help

using it (helpfulness) and also with the learnability of the

application. The global rating of the application in general

was slightly above average, probably negatively influenced

by the delay induced by the current implementation and the

effort needed to focus the lens.

5 Experiment 2

The second study investigated the effects of the presence

of visual context and in particular focused on context size

and item density. We again measured completion time, error

rate, and satisfaction. The task was the same as in experi-

ment 1. Unlike in experiment 1, the background display was

dynamic in that the arrangement of items changed after each

trial.

5.1 Design

The study was set up as a 2x2x4 within-participants design

with the following factors (Figure 9):

1. Visual context: (1) available (map) or (2) not available

(pattern)

2. Context size: (1) large (full area) or (2) small (half area)

3. Item count: 2, 4, 8, or 16 items

5.2 Tasks

The task was the same as in the first experiment, but the posi-

tions of the items were randomly changed after each trial. A

single trial consisted of scanning the map in the defined con-

dition and finally selecting the target. After finishing six tri-

als per item density in the magic lens condition or four trials

per item density in the condition with no visual background,

a screen informed the participants about the next condition.

The first experiment revealed that the search strategies for

the pattern conditions are quite uniform and completion time

is much higher than in the map condition. Hence, in order to

keep the time for participants in a sensible range, we de-

cided to use only four trials per pattern condition leading to

an asymmetric design.

5.3 Apparatus

The experiment was performed on a Nokia N95-8GB cam-

era phone. The client application showed the augmented

view of the map and captured all user interactions and move-

ments with timestamps. The background was displayed

Small Map: 6 trials for each target density Large Map: 6 trials for each target density

Small Pattern: 4 trials for each target density Large Pattern: 4 trials for each target density

2 x 
4 x 
8 x

16 x

2 x 
4 x 
8 x

16 x

2 x 
4 x 
8 x

16 x

2 x 
4 x 
8 x

16 x

Fig. 9 Experimental conditions of experiment 2.

on a Barco LCN-42 LCD screen (42”, 1920x1080 pixels,

93x53 cm). For the condition without visual context the

phone was tracked above an abstract colored pattern (Fig-

ure 9, bottom). For the condition with visual context a col-

ored city map was shown (Figure 9, top). For the large size

the background filled the whole area (0.492 m2) of the 42”

display (Figure 9, right). For the small size half of the dis-

play area was used (0.246 m2) (Figure 9, left).

Eye movements were recorded binocular with a head

mounted Eyelink 2 system by SR Research with a sample

rate of 250 Hz. As in the previous study, eye movements

and a video of the scenery from the subject’s perspective

were recorded simultaneously to create a video with over-

laid eye movements. In addition, the raw signal of the eye

movement was processed to identify fixations and saccades

(gaze jumps). The increased spatial and temporal resolution

compared to the first study allowed for a detailed analysis of

saccadic amplitudes and fixation parameters.

5.4 Participants and Procedure

The study was conducted with 17 participants, 12 female, 5

male. They were students recruited at a local university, aged

20-31 years (mean age 26.4 years). None of the participants

had taken part in the first experiment. No participant was

familiar with the city map.

Initially, participants were given a short written descrip-

tion of the experiment and the instruction for the subsequent

task. After that, a 5-7 minute practice period for navigating

with the mobile phone for each condition followed. Partici-

pants had to complete the requested number of trials per con-

dition. As in the first experiment, participants were asked for

feedback after each block and filled out a final questionnaire

after having completed all conditions.
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5.5 Results

All participants were able to perform the experimental tasks.

As before, trial times, error rates, and attention shifts were

the main performance measures taken.

5.5.1 Search Time and Errors

A histogram of trial time suggested a log-normal distribution

and hence the analysis operates on the log-transformed data.

For the sake of clarity the graphs show the retransformed

means. Outliers of more than 3 standard deviations from the

mean were excluded. 11 outlier trials were removed in this

way.

The overall time per trial, measured from the start of

a trial until a selection was made, was 26.7 s (95% con-

fidence interval: 26.2-28.6 s). If the user did not select

the cheapest parking lot in a trial, then this was counted

as an error. The overall error rate was 12.4% (95% confi-

dence interval: 10.5-14.2%). A three-factor within-subject

repeated-measures ANOVA shows main effects on search

time for all factors (availability of visual context: F1,216 =
141.2, p < 0.001; background size: F1,178 = 56.4, p < 0.001;

item count: F3,367 = 59.9, p < 0.001).

Figures 10a and b show the average trial times and er-

ror rates by background type. The small map (“m”) takes

the least amount of time (17.1 s), followed by the large map

(“M”) with 23.3 s. The small (“p”) and large (“P”) pattern

take 30.9 s and 52.7 s, respectively. These times are pairwise

significantly different (Sidak-adjustment for multiple pair-

wise comparisons). The error rates for the small map (8%)

and pattern (9%) are comparable, those for the large map

and the large pattern increase to 13% and 19%, respectively.

Providing visual context for the small background thus re-

duces the search time by 44.4%. For the large background,

the reduction is 44.2%. The reduction in error rate is 13.5%

for the small and 31.2% for the large background, respec-

tively.

Figure 10c shows that the search time increases with

the number of items. There is an interaction effect between

the availability of visual context and the number of items

(F3,342 = 5.2, p = 0.002). This suggests that the slope of

search time with increasing item count depends the avail-

ability of visual context. Figure 10d shows the search time

per item count broken down by background type. As ex-

pected, the large pattern (“P”) takes longest, followed by the

small pattern (“p”), the large map (“M”), and the small map

(“m”).

The average density of items on the display (number of

items divided by display size) was thus for the large size

4.1, 8.1, 16.3, and 32.5 items per square meter and for the

small size 8.1, 16.3, 32.5, and 65.0 items per square meter.

Figure 10e shows that the search time per item decreases

with increasing item density. This is as expected, because

the higher the density, the smaller the area the user has to

scan in order to find the next item. Interestingly, irrespective

of the background size, for the overlapping item densities

(8.1, 16.3, 32.5) the search times per item for the conditions

with visual feedback (magic lens, “m”, “M”) are very close.

This is also the case for conditions without visual feedback

(dynamic peephole, “p”, “P”). Moreover, the overall times

for the dynamic peephole are higher than for the magic lens,

but their performances converge as density increases.

For the highest density (65.0) there is only a small ad-

vantage of the magic lens over the dynamic peephole. This

result is in line with experiment 1, which did not find a sig-

nificant difference in search times for a background of size

A3 and a density of 158.7 items per square meter.

The interaction between density and visual context

means that the time reduction that can be expected from us-

ing visual context (i.e. using a magic lens interface rather

than a dynamic peephole interface) decreases as density in-

creases.

5.5.2 Gaze Shifts (video coding)

Corresponding to experiment 1, the eye tracking videos

were manually coded by a trained rater to distinguish be-

tween “gaze on mobile phone display” and “gaze on back-

ground.” The results of the video coding are shown in Fig-

ure 11: Almost no gaze shifts occur with the large or small

pattern as background. For large or small map backgrounds,

the proportion of time the gaze is on the background de-

creases with item count (Figure 11, top) or item density re-

spectively (Figure 11, bottom).

An ANOVA (three-factor within-subject repeated-

measures) shows main effects for availability of visual con-

text (F1,220 = 386.3, p < 0.001), item density (F4,646 =
4.06, p = 0.003), and the interaction of both factors (F4,491 =
3.8, p = 0.005), but not for background size (F1,140 =
0.393, p = 0.532) or other possible interactions.

5.5.3 Eye Movements

In addition to the video with overlaid gaze location, the

higher temporal resolution of the eye tracker used in the sec-

ond experiment also allowed for a more detailed analysis of

oculomotor parameters like saccades (gaze jumps) and fixa-

tions. These events were automatically identified in the raw

signal using the default setting of the Eyelink 2 system. Sac-

cades were divided in two groups based on their amplitude:

Any saccade larger than 7◦ (corresponding to the diagonal

of the mobile display) was assumed to involve some back-

ground scanning (either from the mobile to the background,

on the background itself, or back from the background to

the phone display), whereas saccades smaller than that were
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classified as being on the phone. This criterion is conser-

vative with regard to background usage as saccades smaller

than 7◦ on the background are treated as being on the phone.

Still, the splitting reveals the same trend apparent in

the manual video analysis (Figure 12): with increasing item

density, the percentage of saccades involving background

scanning decreases for the large and small map.
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Fig. 12 Proportion of saccades > 7◦ (classified as “on the back-

ground”) over item density. m = small map, M = large map, p = small

pattern, P = large pattern.

An ANOVA (three-factor within-subject repeated-

measures) shows effects for availability of visual context

(F1,227 = 459.5, p < 0.001), item density (F4,687 = 9.01, p <

0.001), and the interaction of both factors (F4,521 = 3.5, p =
0.008), but not for background size (F1,135 = 0.340, p =
0.561) or other possible interactions. Both parameters—

percentage of time the gaze is directed to the background

(video coding) and percentage of saccades > 7◦ within a

trial—correlate with r = 0.811 (p < 0.001).

The maximum pupil dilation during a trial was used to

assess mental workload during the search task [25]. As pupil

dilation is influenced by stimulus luminance and our stimu-

lus material varied slightly in luminance (mean values de-

termined with Adobe Photoshop: P: 199, p: 205, m: 221,

M: 224), pupil dilation during the first second after stimu-

lus onset in each condition (background type) served as a

baseline value for each background type. Figure 13 shows
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an increase in maximum pupil dilation for each background

type ranging from small map to large pattern.

An ANOVA (three-factor within-subject repeated-

measures) confirms all main effects for availability of visual

context (F1,249 = 102.9, p < 0.001), item density (F4,730 =
9.2, p < 0.001), and background size (F1,89 = 13.2, p <

0.001), but no interactions.

5.6 Subjective Results

Subjective feedback was collected for the second experi-

ment as well. The same questionnaire based on the SUMI

was used. The results are very similar to the ones described

for experiment 1 (best grade for small map, worst grade for

large pattern) and show no new trends. For this reason this

is not discussed further here.

6 Discussion

The performance results of the first experiment, namely

search time and error rate, suggest that for small back-

grounds and high item densities there is no substantial ad-

vantage of “meaningful” visual context beyond the device

display over an abstract background pattern for the visual

search task we investigated. This may be partly due to the

relatively large portion of the background that is occluded by

the device, which leaves less visual context in comparison to

large backgrounds. As the second experiment with lower tar-

get densities shows, this result is also due to the eye move-

ment strategy used by most participants for the small map

size and the large number of items: Subjects rarely looked at

the background but predominantly stayed focused on the de-

vice display. In the experimental task, often more than one

item was visible on the mobile display, so there was little

need to scan the background map for the next item and the

advantages of having a constant fixation object (the mobile

display) that was guided slowly from item to item appar-

ently prevailed. For the large backgrounds in experiment 1

the context helps in navigation time, yet the effect is less

clear than presumed and may be influenced by the nature

of the task. The search task was chosen to represent one of

the most basic interactions with a map: finding a target ran-

domly positioned on the map. The more complex the search

becomes (i.e. finding a restaurant with view on the river), the

more benefit can be expected from incorporating additional

structural information provided by the map.

This search strategy is strongly influenced by the avail-

ability of visual context, which is reflected in the motion

traces we recorded: while on the abstract pattern subjects

moved the phone systematically to cover the whole area

(resembling “window cleaning” movements) and adjusted

their movements to obtain regular display updates, the traces

in which the items were visible on the background appear

much more “jumpy.”

The second experiment shed light on the role of item

density on the user’s ability to take advantage of the infor-

mation present on the background display. For lower tar-

get densities the background is used more intensely, the

number of gaze shifts and the time spent with gaze on the

background increases. The results of the second experiment

showed that the amount of time the gaze is located on the

background depends first on the availability of meaningful

information (pattern vs. map) and then on the density of rel-

evant items, but not on the size of the background.

The results of manual video coding (Figure 11) and auto-

matic classification of saccades in “on the display” (≤ 7◦) or

“involving background scanning” (> 7◦) (Figure 12) resem-

ble each other strongly and both indicate that for searching

items, visual scanning is immediately utilized if possible.

Thus an interface may benefit from supporting this interac-

tion modality.

Figure 13 shows an increase in maximum pupil dilation

for each background type ranging from small map to large

pattern that corresponds to subjective evaluation. Within one

background type, maximum pupil dilation during a trial rises

with item density. Note that this cannot be attributed to a

mere time-on-task-effect, as the sequence of item density

was varied across subjects. Porter et al. [25] attribute the

increase observed in their study to spatial memory demands.

This interpretation might also have implications for future

applications, which we will address in our conclusion.

7 Conclusion

This paper presented a study on the effects of visual con-

text for magic lens and dynamic peephole interactions in a

basic object locator task. The main factors tested were the

availability of visual context, the size of the context, and the
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number of items users had to investigate. In the case with

visual context the items were visible on the background sur-

face, but the attribute to look for was only available via the

magic lens. Users in this case had the option to scan for the

items on the background or to use the magic lens. For decid-

ing whether the item was the right one, they had to inspect

it with the mobile device.

We found that the effectiveness of visual context does

not primarily depend on its physical size, but on the density

of the items. Visual context is most effective for sparsely

distributed items. The denser the items are distributed, the

less clear the performance benefit that can be expected from

providing visual context. One reason for this seems to be

that for high densities it is more likely that the next item

already appears at the border of the display, hence making a

switch of visual attention to the background unnecessary.

High item densities also result in lower average dis-

tances between the items. Thus the next item may already

appear in the visual periphery of the user, even though it is

not yet located on the device display. In such cases there

seems to be a tradeoff between shifting one’s gaze from the

device display to the background and moving the hand. For

relatively close items moving the hand towards the item in

the visual periphery may be the more efficient strategy, com-

pared to switching visual attention from the device display

to the background. Switching attention for visual search on

the background incurs some cost, because of the need to re-

focus on the new layer of presentation at another distance.

An important related result is a study which revealed that

people have difficulties to disengage attention from objects

that are near their hands [21]. Further research is needed to

clarify this tradeoff.

Both subjective as well as behavioral data (search time

and error rate) show that mobile navigation interfaces ben-

efit from a magic lens option to interact with public maps,

especially if theses maps are supposed to cover a large area

or items are distributed sparsely.

Given these results it is advisable to constrain the item

density in magic lens interfaces if the designer wants to en-

sure that users also pay attention to the background itself

(e.g. in the case of advertisements). This can be achieved, for

example, by performing suitable pre-filtering of information

categories to limit the number of candidate items. When the

item density is too high, no significant performance bene-

fits can be expected from external visual context, although

visual context is preferred in this case as well. Wickens et

al. [26] give additional advice how to improve map design

for visual search in the case of cluttered displays. Future

users on the other hand may be advised that from a certain

density switching between background and mobile phone

display may lead to worse search performance. They should

rather try just to remain focused on the mobile phone dis-

play.

The larger the number of items becomes, the higher is

the cognitive effort for memorizing all visited items and the

current “best” (according to the search task) item. An ap-

plication could support the user by implementing a memory

aid that highlights the already visited items or that allows

the user to mark particular items. Moreover, users could be

guided towards items on the map using halos or similar tech-

niques.

For practical applications where user acceptance is cru-

cial, one should keep in mind that the subjective results show

a clear preference for the real map compared to a pattern

without visual context of the same size (see Figure 7), prob-

ably because visual scanning is still the most natural way to

search. Any new service should pick up on existing prefer-

ences instead of enforcing new and unfamiliar strategies like

the “window cleaning” pattern we observed during search

on the abstract pattern. Moreover, when augmenting already

available public maps that are used as part of leisure activ-

ities, no one wants to educate potential users to establish

systematic search behavior. Instead it is preferable to enable

active and spontaneous interaction with an additional layer

of information as is possible with the investigated magic lens

interface.
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