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Abstract.
This paper presents the concepts of social and emotional intelli-

gence as elements of human intelligence that are complementary to
the intelligence assessed by the Turing Test. We argue that these el-
ements are gaining importance as human users are increasingly con-
ceptualising machines as social entities. We describe an implemen-
tation of Sensitive Artificial Listeners which provides a hands-on ex-
ample of technology with some emotional and social skills, and dis-
cuss first elements of test methodologies for such technology.

1 INTRODUCTION
In his seminal paper, Alan Turing [31] proposed to operationalise the
question “Can machines think?” in terms of an “imitation game”, a
written dialogue between an interrogator and an entity which could
be either a human or a machine imitating a human’s behaviour. The
idea in this “Turing Test” is that the machine can be said to be “in-
telligent” if the interrogator cannot reliably distinguish the machine
from the human based on the written interchange. Turing uses poetry,
maths, and chess as examples of intelligent behaviours that could be
assessed via the written dialogue, and claims that “the question and
answer method seems to be suitable for introducing almost any one
of the fields of human endeavour that we wish to include” (p. 435).
He proposed to focus on a written interchange so as not to “penalise
the machine for its inability to shine in beauty competitions, nor to
penalise a man for losing in a race against an aeroplane” (p. 435). In
other words, the aim was to allow the human-machine interaction to
focus on the relevant aspects of intelligence by leveling the playing
field in other respects that are not so relevant for intelligence.

The present position paper argues in favour of a different perspec-
tive on intelligence in general and of machine intelligence in par-
ticular. Section 2 briefly describes a relevant aspect of human intel-
ligence that is not covered by Turing’s method, namely social and
emotional intelligence. Section 3 discusses the metaphors used by
humans to conceptualise machines, and tries to corroborate the claim
that the conceptualisation of machines as “social entities” is becom-
ing increasingly important in the lives of people, thus motivating the
need for social and emotional intelligence in machines. Section 4 de-
scribes a current endeavour to build a “Sensitive Artificial Listener”,
a machine that has some emotional intelligence and conversational
skills but little else. We conclude with a discussion of possible ele-
ments of a test of emotional machine intelligence.

2 SOCIAL AND EMOTIONAL INTELLIGENCE
The concept of intelligence has evolved since 1950. Wechsler [33]
states that “intelligence is the aggregate or global capacity of the in-
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dividual to act purposefully, to think rationally, and to deal effectively
with his environment” [33, p. 7]. Out of this generic notion of a gen-
eral intelligence, Turing appears to have focused on the capability to
think rationally, the intellectual aspect of intelligence. In the human
sciences, concepts have since been developed which are explicitly
complementary to this purely rational notion of intelligence; among
them are the notions of social intelligence and emotional intelligence.
Indeed dual-processing accounts from diverse literatures in cognitive
and social psychology posit that rational thought is an architecturally
and evolutionarily distinct mechanism sited amongst a much broader
system or collection of systems that deal with most of the implicit,
nonverbal and emotional aspects of human life and interaction [12].
Although Turing sought to level the playing field by ignoring these
aspects there are likely to be important interactions between ratio-
nal thought and this broad base of complementary mechanisms that
could if removed tilt the playing field against a machine. A rational-
ity test without social and emotional context would result in reduced
tolerance and opportunity for repair. These are normally offered to
humans due to cordiality, etiquette and a desire not to upset other
individuals which normally incurs some form of social sanction.

Social intelligence is considered to encompass “our abilities to in-
terpret others’ behaviour in terms of mental states (thoughts, inten-
tions, desires and beliefs), to interact both in complex social groups
and in close relationships, to empathize with others’ states of mind,
and to predict how others will feel, think and behave” [1, p. 1891].
Humans can lack social intelligence while having a very high general
intelligence, as can be the case for people with autism [1].

The “social brain hypothesis” suggests that the rational intelli-
gence Turing sought evolved as an extension and an ability to ma-
nipulate and manoeuvre through the intricacies of social dominance
relations and social hierarchies [10]. Almost synonymous with so-
cial cognitive abilities is the recognition of a Theory of Mind [23],
the ability to read another’s mental state and understand another in-
dividual as an intentional agent like oneself.

One relevant aspect of social intelligence is the ability to have
a conversation with other people. This requires the respect of so-
cial conventions – hello and goodbye rituals, appropriate turn-taking,
speaking at the right time, with appropriate loudness, choice of
words, and gaze behaviour, depending on the situational context, the
relation with the interlocutors and many other factors [4].

Emotional intelligence was proposed as “the subset of social in-
telligence that involves the ability to monitor one’s own and others’
feelings and emotions, to discriminate among them and to use this
information to guide one’s thinking and actions” [25, p. 189]. It in-
cludes the capability to become aware of, identify and label one’s
own or another person’s affective state; the capability to reason in
terms of the appraisals that lead to affective responses, and to predict
possible future actions from the affective state; and finally, a set of
capabilities related to the regulation of the affective states, be it the



capability to hold back a socially inappropriate own emotion, or to
act in a certain way so as to influence the emotions of another per-
son. There is evidence that the capability of feeling one’s own emo-
tion is an essential element of a range of seemingly unrelated capa-
bilities. For example, lesions in emotion-related brain regions leave
people unable to feel emotions, engage in simple decision-making
or make socially appropriate choices [6]. Capgras syndrome discon-
nects emotional from rational areas leading people to conclude im-
postors have replaced friends or family [14].

What role should the concepts of social and emotional intelligence
play in machine intelligence? The answer to this question naturally
depends on the concept of machine intelligence one chooses to adopt,
which is related to the perspective on machines in general. From a
philosophical point of view, one could ask basic questions such as
whether a machine can potentially be conscious. We will approach
the topic from a more pragmatic perspective here, and view machines
from a utilitarian point of view. From this viewpoint, we can say that
a machine is “intelligent” if it is useful, if it is good at its job. Given
the fact that humans have created machines to do work for them, one
can say that a machine’s job in general is to, in one way or another,
make the life of humans easier.

The following section discusses metaphors that people seem to use
in defining their relation with machines, and how this relates to the
utilitarian view on machine intelligence.

3 MACHINES AS SOCIAL ENTITIES

Humans can conceptualise machines in terms of a range of
metaphors, including the tool and the social entity (cf. [24]). Sim-
ple machines such as staplers, loudspeakers or vacuum cleaners are
likely to be conceptualised as tools, not much different from a ham-
mer. The machine, electronic or not, is perceived as an extended hand
or arm [16], as a thing with predictable properties that one can fully
control if one has learned how to use it. In the hands of an expert,
more complex machines such as mechanical clocks or desktop com-
puters may also be approached from the “tools” metaphor: in operat-
ing the device, the human feels in control, and if something doesn’t
work as expected, the understanding is that there must be something
wrong in the mechanism (be it the clock’s cog wheels or the com-
puter’s programming) which could potentially be fixed.

As the mechanisms of machines become more complex and the
causal chains of functioning become opaque humans need to replace
simple cause and effect models with more complex mental models
of functioning. A natural second metaphor for machines is that of
a social entity. Even though people often explicitly deny anthropo-
morphism regarding machines and computers, they still interact with
them as social entities in states of “mindlessness” [19] – states simi-
lar to the implicit/automatic systems in dual-processing theories [12].
In fact, Reeves and Nass have shown [24] that people tend to inter-
act with computers, new media and the likes as they do with people:
they are polite, behave differently with computers that speak with
a male vs. a female voice, they use proximity-regulating behaviour
with faces on the screen, and much more. It seems that people apply
rules similar to those governing social behaviour when interacting
with new technology beyond a certain threshold of complexity.

What determines, for a given machine, whether a given person will
view it as a tool or a social entity, whether he or she will “use” or
“interact with” the machine? We can only begin to discuss this point.
Biocca et al. [3] provide elements of a definition of “social presence”,
of the sense of “being with” another social entity. According to them,
a sense of social presence requires, firstly, a co-presence, where one

perceives the other and is perceived by the other; some “psychologi-
cal involvement” in the sense that the user forms a mental model of
the machine as having “some minimal intelligence in its reactions to
the environment and the user” [3, p. 7]; and an element of behavioural
engagement, including interaction and synchronisation between user
and machine. From that point of view, then, the more reactive, in-
teractive, and “intelligent” a machine becomes, the more likely users
would perceive it as a social entity.

It seems that users generally prefer to feel “in control” when inter-
acting with machines [18, 7]. For simple and predictable machine be-
haviour, a sense of control may best be covered by the tool metaphor.
Where the machine’s complexity exceeds a certain threshold, it is
common for users to feel incompetent and to use associated coping
strategies [18]. One way to avoid this reaction is to design a user in-
terface according to a social entity metaphor that mitigates the infor-
mation overload [17]; this then raises the expectation that behaviour
should be predictable based on social conventions [7]. Whether or not
the same mechanism is unconsciously applied by people when deal-
ing with complex machines in general, even machines not designed
to behave as a social entity, remains to be investigated.

Society at large is clearly moving towards ever-more complex
technology, with ever-fewer people in the position to really under-
stand and control that technology. Technology is becoming more au-
tonomous, from self-updating software programs on the desktop to
autonomous vacuum cleaner robots. Often they take over roles previ-
ously filled by human service staff, as is the case for train ticket vend-
ing machines or airline self check-in terminals. These machines show
some awareness of the user, they interact and exhibit some limited
intelligence, so they seem to fulfill the minimal criteria for a feeling
of social presence. If unpredictable behaviour is added to that, some
users may indeed feel that they are interacting with a social entity.

At the same time, the functions filled by some of these machines
have a high relevance for their users. If I need my train ticket or
boarding card on time, the utilitarian “intelligence” of the machine
has a high impact on my well-being. If it doesn’t do its “job” right,
the machine becomes an obstacle between me and my goal, and anger
or a feeling of helplessness will result [26].

This discussion is intended to show that there are reasons to be-
lieve people will increasingly use the “social entity” metaphor when
interacting with machines. Whether or not they are designed explic-
itly for that, a machine’s actions may be interpreted increasingly as
social actions. Human users might, for example, attribute personality
traits based on appearance, reaction speed, ease of use, clarity etc.
They may apply their own social intelligence in an attempt to infer
the machine’s state of mind – is it thinking, grumbling, unfriendly,
or why is it not responding? The machine may be perceived as ar-
rogant if the user’s situation of distress is peacefully ignored by a
pre-recorded friendly voice. The machine may be perceived as hectic
or distressed if it moves too fast, or as sluggish or bored if it moves
too slow, etc. Basically, the expectation is that human users will auto-
matically compare the machine’s behaviour with a somehow adapted
version of their mental model of other social entities that they know,
such as other humans, pets, cartoon characters or similar.

A valuable challenge for computer science, from this point of
view, would therefore be to endow machines with the kinds of in-
telligence they need to be perceived as useful, helpful and intelligent
in this utilitarian way, by providing them with the capabilities to per-
ceive, predict and generate socially and emotionally relevant signals.

The following section describes an example of such an endeav-
our: to provide a machine with the “soft skills” needed to sustain an
emotionally-coloured conversation with a human user.



4 SENSITIVE ARTIFICIAL LISTENERS

The European project SEMAINE (www.semaine-project.eu)
aims to build a “machine” that possesses some social and emotional
intelligence: a Sensitive Artificial Listener (SAL) [9]. A SAL is
a multimodal real-time dialogue system with a focus on the “soft
skills” required to make the interaction feel natural for the user.
Through these skills, the system aims to sustain a conversation with
the user for a considerable number of minutes even though its verbal
understanding is extremely limited.

A SAL perceives the user’s voice and face, analyses these mostly
in terms of the user’s non-verbal behaviour, and builds an internal
model of the current state of the user and the dialogue. In parallel,
it updates its own (SAL agent) state, plans multimodal behaviour
including multimodal listener feedback and verbal utterances, and
generates this behaviour through a 3d head and a synthetic voice.

In the SAL scenario [9], there are four characters, each with a dis-
tinct emotionally-defined personality: Poppy is cheerful; Prudence is
pragmatic; Spike is aggressive; and Obadiah is gloomy. Each SAL
agent’s utterances are chosen from a script designed to “drag” the
user’s emotion towards that of the SAL: Poppy tries to cheer up the
user, Spike tries to make them upset, etc. The utterances are chosen as
a function of, in particular, the user’s current emotion. While the user
is speaking, the SAL shows multimodal listener behaviour in real-
time which is intended to be consistent with their personality. For
example, if the user is talking while a positive-active user emotion
is detected, Poppy may give listener feedback signalling agreement
and interest, for example by nodding, smiling and saying “yeah!”
[21]. Obadiah may react to the same user state either not at all or
with a frown and a head shake to signal disagreement.

The SEMAINE-2.0 system is a first complete and fully au-
tonomous implementation of the SAL concept. It is built as a dis-
tributed system on top of a middleware and component integration
framework based on standard representation formats, the SEMAINE
API [27]. OpenSMILE [13] is used for analysing the user’s emotion
from the voice and for keyword spotting. Facial analysis components
[22] determine the user’s affective state from the facial points and
determine whether the user is nodding or shaking the head. A set of
interpreter components [30] consolidate these analyses in context and
determine the system’s “current best guess” regarding the state of the
user and the dialogue. Action proposer components for speaker and
listener behaviour [2] continuously update a list of possible actions,
and send candidate actions when the dialogue state seems appropriate
(for example, listener actions are usually appropriate only while the
user has the turn). In particular, verbal utterances are sent when the
agent decides to take the turn [29]. An action selection component
[8] filters the possibly conflicting requested actions from the differ-
ent action proposers, to make sure that only a single action is carried
out at any given time. Finally, the selected actions are generated us-
ing the text-to-speech system MARY [28] and the 3D conversational
agent Greta [20], using custom expressive faces and voices.

In its current state, the system is fully functional, but several
components are based on preliminary training data or ad hoc rules
grounded more in expert intuition than in solid evidence. To remedy
that situation, a database of SAL-type human-to-human dialogues
[5] has been recorded in high quality [15], simultaneously via sev-
eral high-resolution video cameras and microphones. Much of the
data has been annotated for emotion, epistemic state, and interaction
processes [32] and is now being used to improve system components.

The system and the database are publicly available from the
project website www.semaine-project.eu. The middleware

and most components have been released as open source so that they
can be reused as building blocks of other emotion-oriented systems.

A crucial question is to what extent a system like the SEMAINE
SAL system is “intelligent”, in the sense of the word as defined in
Section 2, and how this can be verified. Methods of evaluation of
such systems cannot rely on classic tests of intelligence but must be
capable of addressing the variety of domains of intelligence so a mul-
tidimensional approach should be adopted. Where possible an eval-
uation should be appropriate to the domain that it seeks to evaluate,
there is little value in asking for a highly linguistic feedback of as-
pects of an interaction that may be implicit and difficult to verbalise.
A number of evaluations have been developed within the SEMAINE
project to assess interactions with SAL characters [32].

The criteria against which the SAL system’s intelligence is to be
determined are focused on its emotional competence and its skills to
sustain a conversation. Is the SAL character acting naturally (like a
human might act) in the conversation? Are its non-verbal and verbal
actions plausible in the context where they are generated? To what
extent is a good-willed user at a loss on how to continue the conver-
sation? Does the SAL character appear as a consistent personality?
Does it seem aware of the user’s presence, of the user’s actions?

The SEMAINE project assesses the quality of the interaction us-
ing both evaluations of recorded interactions and concurrent eval-
uations embedded in the interaction. Evaluations of recorded inter-
actions do not interfere with the interaction and can create a strong
multidimensional picture of where rapport develops or breaks down.
Techniques include expert annotation of recordings such as contin-
uous trace style ratings of relevant dimensions or FACS annotation
[11], large group evaluations of interactions or character personality
and analysis of the emotional verbal content. Embedded techniques
aim to assess the global feeling or certain domain specific aspects
of an interaction. A “yuck” button approach asks a user to press a
button when conversation feels inappropriate or when a system ut-
terance seems particularly incongruous, this requires minimal verbal
processing and can be influenced by implicit aspects that might be
hard to verbalise. Self-report sub-dialogues built into the scenario,
allow interaction assessment between SAL characters without break-
ing the social interaction to complete a questionnaire.

Completely inappropriate for judging the competences of the SE-
MAINE system, on the other hand, would be the verbal criteria of the
Turing Test. Since the SAL system possesses no world knowledge
and only very limited understanding of the user utterances’ verbal
content, the system would certainly fare very badly under that crite-
rion. Conversely, however, any system based on textual interaction
could not even begin to address the criteria by which the SEMAINE
system is evaluated.

5 CONCLUSIONS FOR AN EMOTIONAL
MACHINE INTELLIGENCE TEST

This paper has pointed out aspects of human intelligence that are
complementary to the intelligence concept embodied in the Turing
Test, and has argued in favour of their relevance for current and fu-
ture technology. To the extent that machines are conceptualised by
humans as social entities, their effectivity depends on the capabil-
ity to deal appropriately with social and emotional factors. Machines
should be able to interpret a user’s behaviour in terms of the user’s
mental states, predict how the user will feel, think and behave in a
given situation, and respect social conventions regarding interaction.
Specifically, they should be considerate of the user’s emotional state,
predict how the emotion may change given relevant events in the



interaction, and verify those predictions based on actual reactions.
Machines should be capable of regulating behaviour so as to have a
positive effect on the user’s emotion.

The competences required for these kinds of capabilities are nu-
merous, and many of them are not sufficiently understood for im-
mediate realisation in technology. The SEMAINE system has made
some small steps in that direction, by providing Sensitive Artificial
Listeners with some awareness of the user’s emotion, and some sim-
ple strategies for influencing it while aiming for competence in the
social skill of sustaining a conversation.

The consequences of these observations for an emotional machine
intelligence test seem to be twofold. First, it will have to deal with
real-time, multimodal human-machine interaction, such as a con-
versation or a joint task. Second, the binary answer envisaged by
Turing (“machine or human?”) misses many opportunities. Instead,
multi-faceted evaluation methods will be required, and the assess-
ment should be a matter of degree. For example, a judge could fill in
a form after an interaction, containing questions such as:

• “How appropriate was your interlocutor’s eye gaze / turn taking
behaviour / ..., on a scale from 1 to 10?”

• “How ‘normal’ did your interlocutor behave in the conversation?”
• “How much did your interlocutor seem to care about your feel-

ings?”, etc.

A practical test of emotional machine intelligence will need to de-
termine suitable questions to assess, and find new ways of avoiding
to penalise either humans or machines in real-time interaction.
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