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ABSTRACT
In a multilingual optical character recognition (MOCR) en-
vironment, a MOCR system usually requires script identi-
fication of each word or character before passing it to the
OCR engine. Many existing script identification techniques
mainly depend on various features extracted from document
images at character, word, text line or block level. This fea-
ture extraction process is not robust and extracted features
for one script identification problem are not fully applicable
to other script identification problems. In this paper, we
present a novel and efficient technique for multi-script iden-
tification at connected component level using convolutional
neural network. The convolutional neural network acts as
a discriminative learning model, where suitable script iden-
tification features are automatically extracted and learned
as convolution kernels from the raw input. We test our ap-
proach on a dataset of ancient Greek-Latin mix script docu-
ment images. We achieve 96.37% accuracy on a test dataset
at connected component level and this accuracy is further
improved to 98.40% by using class majority in the left-right
neighboring area. The main advantage of our approach is
that it can be easily adapted for the identification of other
scripts and it can give 100% accuracy at block level.

1. INTRODUCTION
Recently, there has been a growing interest in the area of
multilingual OCR due to variety of documents available in
bilingual or even in trilingual form, for example ancient mix
script documents, multilingual dictionaries, books with line
by line or column wise translation, and official documents
from some countries like passport forms, examination ques-
tions and money order forms etc. Usually, a MOCR system
combines character level or word level classifiers for different
languages or scripts and recognition of a particular character
or word is done by its respective classifier. Therefore prior
knowledge of a script for each character or word is essen-
tial for the selection of an appropriate classifier in MOCR
environment. An OCR classifier can be trained on more
than one languages by adding individual characters from all
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languages into training process but this can lead to more
classification errors due to the increase in number of classes.

Previous methods for script identification can be broadly
grouped into two approaches, global approaches and local
approaches. This categorization is based on feature extrac-
tion process employed at global level (a region of text lines)
or local level (character, word or single text line) for each
individual script. The survey paper of Abirami [1] presented
a precise overview of some of these methods. Most of the
existing methods for script identification work at document
level or these methods assume that the document images
have different scripts only at a particular place (in a partic-
ular column, paragraph or text line) and only few of them
consider word level multi-script identification. Hochberg et
al. [4] used cluster based templates for the script identifi-
cation at document level. Later, Spitz [14] presented lan-
guage identification in Han-based and Latin-based scripts
by using vertical position distribution of upward concavi-
ties, optical density distribution and most frequently occur-
ring word shapes characteristics. Pal and Chaudhuri [11,
10] worked on separation of text lines from different scripts
using projection profiles, water reservoir concepts and exis-
tence of head-line(a feature specific to Bangla and Devana-
gari scripts). Zhou et al. [7] presented the Bangla-English
script identification by analyzing connected component pro-
files and head-line features. Busch et al. [2] described the use
of texture as a tool for determining the script of a document
image. Joshi et al. [5] also employed the texture based Ga-
bor filter at multiple scales and then they further used some
script dependent feature like head line information, statis-
tical features, local features and horizontal profile informa-
tion. Ma and Doermann [8] performed word level script
identification for scanned document images by using Gabor
filter and compared the performance of different classifiers.
Ramakrishnan and Pati [12] reported word level multi script
identification by using Gabor and discrete cosine transform
(DCT) features.

In this paper we present a discriminative learning approach
for multi-script identification using convolutional neural net-
work (CNN) at connected component level. Convolutional
neural networks with properties of local receptive fields, weight
sharing, and spatial sub-sampling layers have ability to learn
discriminative feature from the raw image data by gradient
based learning technique [6]. In the current method we use
this property of convolutional neural network for learning
the complex features for multi-script identification at con-
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Figure 1: Pipeline for multi-script identification system (a) Original image (b) Preprocessed image (c) CNN
output (d) Final output

nected component level. We demonstrate the effectiveness of
our method on a dataset of ancient Greek-Latin mix script
document images. We extract connected components from
binarized document images and train the CNN for each con-
nected component with its respective script label using back
propagation algorithm [3]. Our approach works at connected
component level and therefore it does not require layout
analysis for image segmentation into text lines or blocks.
Another advantage is that the discriminative features for
script identification are extracted and learned automatically
by CNN and there is no need to define specific features for
a particular script.

2. METHOD DESCRIPTION
This section describes the whole method in a pipeline from
document image preprocessing to script identification. The
complete pipeline of the system is shown in Figure 1 and is
described in the following subsections.

2.1 Preprocessing
The document images are binarized before extracting the
connected components. In this method we use local adaptive
thresholding technique [13] for binarization of the complete
dataset. Binarized document images may contain small noise
(salt and pepper) or big noise (merging components or bor-
ders). The noise is removed by using a heuristic rule, based
on size of the connected components. A connected com-
ponent is considered as a noise if its height and width is
less than or equal to 0.3 times or greater than 5 times of
the median height and width of all components. This noise
removal process may vary from dataset to dataset. Diacrit-
ics and punctuations are the small components that occur
in both scripts. We also removed these small components
from document images using the similar heuristic rule i.e. a
component is considered as a diacritic or a punctuation if
its width and height is equal to or less than 0.7 times the
median height and width of all components. Figures 1(a)
and 1(b) show the original color image and preprocessed
image.

2.2 Feature Vector Generation
Instead of extracting complex geometrical, morphological or
statistical features, a convolutional neural network is used
to extract relevant features from raw input data. Connected
components are extracted and rescaled to 40x40 dimensions
and the pixel intensities are normalized between -1 and +1.

These rescaled connected components describe the raw input
to the CNN for training and evaluation. In this rescaling
process we downscale or upscale the connected components
depending on the size of their width or height to the size
of 40x40 dimensions while keeping their aspect ratio intact.
This step is very important because change in aspect ratio
destroys shape of the connected component and this shape
degradation effects the CNN classification accuracy.

2.3 Convolutional Neural Network Training
Convolutional neural networks have been applied in various
image classification problems when sophisticated feature ex-
traction is to be avoided and classification is done based
on raw image data [9]. A typical CNN consists of convo-
lutional layers, sub-sampling layers, one hidden layer and
one output layer. Each unit in a layer receives inputs from
small neighborhood (local receptive fields) in the previous
layer and with these local receptive fields, neuron can ex-
tract the initial features like edges, corners, and end-points.
The subsequent layers then combine these initial features
into more higher-order features. Units in a layer are orga-
nized in planes within which all the units share the same
set of weights. The set of outputs of the units in such a
plane constitutes a feature map. The CNN used in this ex-
periment consists of two convolutional layers with four and
eight feature maps followed by two sub-sampling layers. The
input layer of CNN receives the feature vector as described
in section 2.2. The values of the feature map are obtained
by convolving the input map with the respective kernel and
applying an activation function to the result. We train the
CNN over 19600 training samples and 2000 validation sam-
ples of Greek and Latin scripts for 200 epochs with 0.1 learn-
ing rate. An online error backpropagation algorithm [3] is
used for CNN training.

2.4 Script Classification
For script classification the test document image is first pre-
processed to extract the feature vectors and these feature
vectors are passed to the CNN. The CNN gives two val-
ues (corresponding to two script labels) at output layer. A
particular script is classified based on the highest output
value for each feature vector. The classification output is
represented by a corresponding color coded output image
for each document image. We represent Greek script with
green color, Latin script with red color and small compo-
nents with blue color as shown in Figure 1(c). As small



Table 1: Script Identification Accuracy at Connected Component Level for Greek and Latin Scripts

Training set Validation set Test set

Nos. of CNN Nos. of CNN Nos. of CNN Accuracy after

samples accuracy (%) samples accuracy (%) samples accuracy (%) post-processing (%)

Greek 9800 99.41 1000 96.40 11302 95.16 97.65

Latin 9800 98.92 1000 97.80 10828 97.58 99.15

Overall 19600 99.16 2000 97.10 22130 96.37 98.40

(a) Original image (b) CNN output (c) Final output

Figure 2: Greek-Latin multi-script identification results in color coding format. Red represents Latin script,
green represent Greek script, and blue represents small components

connected components like diacritics and punctuations are
filtered out during pre-processing, therefore script identifi-
cation of these small connected components is not done by
CNN. We post-process the CNN output to classify these
small connected components and to further improve the
script recognition accuracy at connected component level.
In this post-processing the small connected components are
classified using closest neighboring connected component script
information. To improve the script recognition accuracy we
extend the bounding box of each connected component to
its left and right by a factor of its height or width (whichever
is greater) and then use the class majority within the neigh-
boring area to relabel the script of that component. Final
output after applying the post-processing is shown in Fig-
ure 1(d). Figure 2 shows original document image, CNN
output and final output for one of the sample image from
test dataset document images.
We also tested our approach for Arbic-Latin mix script doc-
ument images and we get the similar results. Figure 3 shows
one of the sample output for Arabic-Latin mix script docu-
ment image.

3. EXPERIMENTAL RESULTS
We evaluate the performance of the described multi-script
identification system on a dataset of ancient Greek-Latin
mix script document images consisting of 19 documents.
Twelve documents are used for training and validation of
the approach and remaining seven documents are used as a
test dataset. The complete dataset is manually processed
to generate the ground truth for testing and evaluation of
the algorithm. For evaluation, we remove the Greek script
text and keep the Latin script text from each document im-
age. This provides us the ground truth for the Latin script.
Similarly we generate the ground truth for Greek script text
by removing the Latin script text from the original docu-
ment images. We obtain 97.58% accuracy for Latin, 96.4%
accuracy for Greek, and 96.37% overall accuracy at con-
nected component level for the test dataset. The overall
script recognition accuracy is further improved to 98.40%
after post-processing. Table 1 gives the recognition accu-
racy percentages for the whole dataset used in this paper.



(a) Original image (b) CNN output (c) Final output

Figure 3: Arabic-Latin multi-script identification results in color coding format. Red represents Latin script,
green represent Arabic script, and blue represents small components

4. DISCUSSION
In this paper we presented a multi-script identification method
for ancient multi-script document images. We use a dataset
of ancient Greek-Latin mix script document images for the
evaluation of our method. We use a convolutional neu-
ral network as discriminative learning model to extract and
learn the suitable features for Greek-Latin script identifica-
tion. We obtain overall 96.37% accuracy from test dataset
of seven ancient Greek-Latin mix document images at con-
nected component level. The accuracy is further improved
to 98.40% by using class majority in the left-right neighbor-
ing area. The dataset used in this experiment has a lot of
noise in terms of touching or broken characters and smudge
(e.g. ink spots or spread). It is observed that most of the
recognition errors are due this noise and we may obtain bet-
ter results on a clean dataset. It is also observed that CNN
is sensitive to the object shapes in terms of slight varia-
tions due to the noise and this problem can be overcome
by adding more training examples. The approach is also
tested on Arabic-Latin mix script document images and we
obtain similar results as we get for Greek-Latin mix script
document images.
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