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Case-based reasoning (CBR) is a sub-field of Artificial Intelligence that deals with experience-based problem solving. CBR has
its roots in different disciplines such as cognitive science, machine learning, and knowledge-based systems. Today, it is a well
established research field of its own, which produced a rich variety of specific methods, as well as applications implementing
those methods for particular tasks and domains. This paper gives a compact overview of CBR in general and further discusses
recent advancements in selected topics.

1 Introduction

Case-based Reasoning (CBR) is a well established research field
in Artificial Intelligence that involves the investigation of theo-
retical foundations [27], system development, and practical ap-
plication building [10] of experience-based problem solving. The
core of every case-based problem solver is the case-base, which
is a collection of previously made and stored experience items,
called cases. A case-based problem solver solves new problems
primarily by reuse of solutions from the cases in the case base.
For this purpose, one or several relevant cases are selected. This
selection process is guided by one of the core assumptions behind
CBR, namely that similar problems have similar solutions. Once
similar cases are selected, the solution(s) from the case(s) are
adapted to become a solution of the current problem. Finally,
when a new (successful) solution to the new problem is found, a
new experience is made, which can be stored in the case-base to
increase its competence, thus implementing a learning behavior.

CBR has its roots in different disciplines, particularly cogni-
tive science, machine learning, and knowledge based-systems, in-
cluding knowledge representation and reasoning. CBR research
is also related to certain topics in information retrieval, data
bases, semantic web, and knowledge management. CBR is to a
large degree characterized by the fact that it combines methods
from different areas in AI in a particular manner for the purpose
of experience-based problem solving. Hence, there is a strong
focus on developing frameworks for certain types of problems
(e.g. diagnosis, planning, product recommendation, experience
management) as well as on implementing case-based systems for
certain application domains (e.g. for medicine). However, there
are also several CBR-related tasks for which other AI disciplines
do not already provide a solid methodological foundation. For
example, CBR research made significant original contributions
to the field of similarity modeling, similarity-based retrieval, and
adaptation. As several reviews of CBR exist [28, 32, 1], this
paper provides only a compact overview on CBR in general and
is then focussed on recent advancements in selected topics.

2 Knowledge and Reasoning in CBR

We now briefly describe CBR from the perspective of knowledge
representation and reasoning as this view shows the similarities
and differences to traditional methods used in AI.

2.1 Types of CBR

There are three main types of CBR that differ significantly from
one another concerning case representation and reasoning: struc-
tural, textual, and conversational CBR [10]. The idea underlying
the structural CBR approach is to represent cases according to
a common structured vocabulary, i.e. an ontology. Once this
vocabulary is defined, all cases are restricted to represent ex-
perience that can be expressed with this vocabulary. In the
various structural case representations, the describing features
of a case may be organized as flat attribute-value tables, in an
object-oriented manner, as graph structures, or by sets of atomic
formulas of a predicate logic language. The structural CBR ap-
proach is most widely used and will therefore be the focus of the
remainder of this survey.

In textual CBR, there is no common case structure, but cases
are represented as free text, i.e. strings [31]. This is very useful
in domains where large collections of know-how text documents
already exist and the intended user is able to make use of the
experience contained in the respective documents immediately.

In conversational CBR [5] cases aim at capturing the knowl-
edge contained in customer/agent conversations. A case is rep-
resented through a list of questions that varies from one case to
another. There is no ontology and no standardized structure for
all the cases.

Today, structural CBR approaches make also use of features
from textual and conversational CBR. For example, textual cases
can be mapped to a structural representation by information ex-
traction and by methods for automating ontological annotations.
Also, dialog components are used as part of CBR systems to im-
plement specific strategies for user interaction.

2.2 CBR Cycle

Despite the many different appearances of CBR systems the
essentials of CBR are captured in a surprisingly simple and uni-
form process model (see Fig. 1), the CBR cycle proposed by
Aamodt and Plaza [3]. Several refinements have been proposed
for different purposes, e.g. for better addressing maintenance
issues in CBR. The CBR cycle consists of 4 sequential steps
organized around the knowledge of the CBR system. Problem
solving starts when a new problem (also called new case or query)
must be solved. First, the retrieve phase, selects one or several
similar cases from the case base. In the subsequent reuse phase
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the solutions contained in those cases are adapted according to
the query. In the revise phase, the solution determined so far is
verified in the real world and possibly corrected or improved, e.g.
by a domain expert. Finally, the retain phase takes the feedback
from the revise phase and updates the knowledge, particularly
the case base.
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Figure 1: The CBR Cycle according to Aamodt and Plaza.

Michael M. Richter proposed a unified view on the knowl-
edge contained in a structural CBR application by introducing
different knowledge containers [46] thereby providing some ad-
ditional structure to the general knowledge box in Figure 1. The
knowledge containers are the vocabulary, the case base, the sim-
ilarity measure, and the adaptation knowledge.

2.3 Vocabulary and Case Representation

The vocabulary (which we call ontology today) is the basis of all
knowledge and experience representation in CBR. The vocabu-
lary defines the information entities and structures (e.g. classes,
relations, attributes, data types) that can be used to represent
cases, similarity measures, and adaptation knowledge.

The case base is the primary form of knowledge in CBR. Tra-
ditionally, a case is considered as instance in the representation
space defined by the vocabulary, e.g. a vector in an attribute-
value representation. However, more advanced representations
have been studied recently, such as hierarchical and general-
ized cases using case-specific constraints between attributes [54].
From a knowledge representation point of view, vocabulary and
case-base representations are a quite standard applications of AI
and database methods.

2.4 Similarity

The notion of similarity plays an important role in CBR since
cases are selected based on their similarity to the current prob-
lem. While early CBR approaches were usually restricted to
standard similarity measures (such as inverse Euclidean or Ham-
ming distances), our current view is that the similarity measure
encodes important knowledge of the domain. Consequently, it

must be modeled as part of the knowledge acquisition process
during application development. Similarity is usually formalized
as a function sim : P×P → [0, 1], which compares two problem
descriptions from P and produces a similarity assessment as a
real value from [0, 1]. A high value indicates a high similarity.
The semantics of such similarity measures can be defined via the
notions of preference and utility [9, 45]. For a new problem p
a case c1 = (p1, s1) is preferred over a case c2 = (p2, s2) (we
write c1 Âp c2) iff sim(p, p1) > sim(p, p2), since the similarity-
based retrieval lists c1 before c2. The exact similarity values are
usually not important, but just the preference order Âp that the
similarity function induces on the case base for the problem p.
The second observation is that this preference order should be
in line with the assessment of the utility of the solution of the
cases for solving the problem p during the reuse phase. Case
c1 should be preferred over c2 (c1 Âp c2) if the utility of s1 for
solving p is higher than the utility of s2 for solving p.

As a means for practical modeling of similarity functions, the
local-global-principle, first proposed by Richter (for details see:
[9, 45]) is widely used. Modeling similarity means decomposing
the similarity function according to the vocabulary. This de-
composition is done in such a way that local similarity functions
for individual attributes model the preference according to the
attribute only. Local similarities are then aggregated into the
global similarity by an appropriate combination of the local sim-
ilarity values. This aggregation also takes the different weights
of attributes into account. This approach has been further de-
veloped to support complex representations of vocabularies, in-
cluding object-oriented representations [9].

2.5 Retrieve

In the retrieve phase of the CBR cycle, one or several cases
from the case base are selected, based on the modeled similarity.
In a nutshell, the retrieval task is defined as finding a small
number of cases from the case base with the highest similarity
to the query. Hence, this is a k-nearest-neighbor retrieval task
considering a specific similarity function. However, when the
case base grows, the efficiency of retrieval decreases, because an
increasing number of cases must be taken into account to find
the most similar case. Thus one sub-branch of CBR research
deals with methods that improve retrieval efficiency, e.g. by
using specific index structures such as kd-trees, case-retrieval
nets, or discrimination networks (an overview is given in [9]).

2.6 Reuse

When one or several similar cases have been retrieved, the so-
lution (or other problem solving information) contained in these
cases is reused to solve the current problem. Reusing a re-
trieved solution can be quite simple if the solution is returned
unchanged as the proposed solution for the new problem. This is
mostly appropriate for classification tasks with a limited number
of solutions (classes) and a large number of cases. In such sce-
narios every potential solution is contained in the case base and
hence adaptation is usually not required. On the other hand,
for synthetic tasks (such as configuration or planning) solution
adaptation is necessary since the solution space clearly exceeds
the number of available cases or is even infinite.
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Several techniques for adaptation in CBR have been pro-
posed so far (for a review on adaptation see [1]). The most basic
distinction between adaptation methods is whether transforma-
tional adaptation or generative adaptation is applied. Trans-
formational adaptation relies on a set of adaptation rules or
operators that describe how differences in the problem lead to
required modifications in the solution. The present differences
between the new case and the retrieved case are analyzed, a
set of applicable transformations are selected, and the proposed
modifications to the solution are performed. On the other hand,
generative adaptation methods require a complete generative
problem solver that is able to solve problems based on general
knowledge, i.e., without using any cases at all. Not the solu-
tion but the problem solving traces from previous cases are then
reused to guide the generative problem solver to find a solution
to the new problem. This approach has its origin in derivational
analogy.

In any case, the acquisition of such explicit adaptation knowl-
edge is a very difficult and time consuming task. Hence, most
practical CBR applications today try to avoid extensive adapta-
tion for pragmatic reasons.

2.7 Revise

In this phase feedback related to the solution constructed so
far is obtained. This feedback can be given in the form of a
correctness rating of the result or in the form of a manually
corrected revised case. The revised case or any other form of
feedback enters the CBR system for its use in the subsequent
retain phase.

2.8 Retain

The retain phase is the learning phase of a CBR system. The
typical form of learning that occurs in a CBR system is learn-
ing by adding a revised case to the case base. Thereby, the
new problem solving experience becomes available for reuse in
future problem solving episodes. However, the continuous in-
crease of the case base causes a utility problem as it continu-
ously decreases retrieval efficiency. Explicit competence models
[47] have been developed that enable the selective retention of
cases.

In another branch of research, specific methods for learning
similarity measures have been developed. While early approaches
are restricted to learning feature weights [59] recent methods
address the more difficult problem of learning local and global
similarity functions [49, 17]. Very few approaches so far ad-
dressed the problem of learning adaptation knowledge [25, 19],
which is probably an issue of future interest, for example in the
context of the computer cooking contest [24].

3 Architectures, Frameworks, Tools

CBR can be found in both, architectures that are covering only
the CBR methodology or architectures in which CBR is one
methodology among others. The following paragraph presents
recent work on CBR architectures, frameworks, or tools focusing
solely on the CBR cycle (or on steps of it) within a knowledge-
intensive application domain. The second paragraph describes

multi-agent-system architectures in which CBR and its underly-
ing methodology play a significant role.

CREEK 1 is an architecture for knowledge-intensive CBR,
which has been developed at the Norwegian University of Sci-
ence and Technology and focuses on open and weak-theory do-
mains. Within CREEK, the case-based interpreter uses a three-
step process to execute the retrieve, reuse and retain step. Each
step consists of activating relevant parts of the semantic net-
work (vocabulary), generating and explaining derived informa-
tion, and selecting a conclusion that conforms with the goal [2].
The (Java-based) implementation of the CREEK architecture is
the tool TrollCreek, which has been used to implement applica-
tions in the petroleum industry. jCOLIBRI 2 is an object-oriented
framework for building CBR systems that has been developed
by the Department of Software Engineering and Artificial In-
telligence at Complutense University of Madrid. The underly-
ing architecture of jCOLIBRI consists of two layers: The design
layer and the developer layer. The design layer provides tools
guiding users through the configuration process and explaining
the components’ behaviour within the application. The devel-
oper layer provides basic Java components, which are required
to create a CBR application from a developer’s point of view.
The architecture includes connectors to import different kinds
of data into a case base. Additionally, jCOLIBRI provides sev-
eral extensions, among them components required for textual
CBR [44]. jCOLIBRI is used for teaching and research purposes
at several European universities and institutes. myCBR3 [50]
is an open source CBR tool developed at the DFKI, which fo-
cuses on domain and similarity modeling for case retrieval. Its
intended use is in research and education, as well as for rapid
prototyping of applications. Since recently, models created with
myCBR can be used within applications built using the jCOL-
IBRI framework. IUCBRF 4 is also an open source framework
for CBR system development, which is implemented in Java and
developed at the Indiana University. The framework is designed
to facilitate fast and modular development of CBR systems as
well as providing a foundation for code sharing by those who are
developing CBR systems. On the commercial side the probably
most widely used tool in Europe is the Information Access Suite
(named e:IAS) from empolis5. e:IAS uses CBR as its underly-
ing methodology and provides a client-server based knowledge
provision component, the Knowledge Server, and a knowledge
modelling component, the Creator, for developing knowledge
management systems for a variety of commercial application
domains.

Another use of the CBR methodology is its inclusion in
multi-agent-systems. The combination of CBR and multi-agent-
systems can either happen in the form of agent-enhanced CBR,
where intelligent software agents autonomously carry out tasks
of the CBR process [7] or in the form of CBR-enhanced agents,
where CBR is used to provide software agents with a reason-
ing capability [42]. Moreover, CBR can be combined with fur-
ther technologies such as workflows [11]. The CAKE (Col-
laborative Agent-based Knowledge Engine) architecture, for in-
stance, combines workflow technology, agent technology, and

1http://creek.idi.ntnu.no/
2http://gaia.fdi.ucm.es/projects/jcolibri/
3www.mycbr-project.net
4www.cs.indiana.edu/ sbogaert/CBR/
5www.empolis.com
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structural CBR to select appropriate agents and workflows in
knowledge-intensive application domains using CBR [11]. Plaza
and Ontañón present the AMAL (Argumentation-based Multi-
Agent Learning) framework [40] for multi-agent learning, in which
CBR-agents increase prediction quality, efficiency, the range of
solvable problems and the range of accessible resources by ar-
guing proposed solutions (learning to generate arguments and
counterarguments). Within AMAL, software agents are able to
advance their reasoning capabilities by learning knowledge and
preference relations from experience. The distribution of tasks
and knowledge by means of a Collaborative Multi-Expert-System
has been introduced by Bach et al. [8] presenting the SEASALT
(Sharing Experience using an Agent-based System Architecture
LayouT) architecture. This architecture comprises, among other
components, the so-called Knowledge Line, a number of intel-
ligent CBR-based agents, which enable distributed knowledge
management. Further on, these agents’ case bases are again
maintained by agents (Case Factory), thus combining the ap-
proaches of CBR-enhanced agents and agent-enhanced CBR.

4 CBR and the Future Internet

The development of the future internet is affected by two major
factors: semantics and collaboration. Since the amount of in-
formation available on the internet is rapidly increasing, a more
meaningful, semantic description of the available content is nec-
essary in order to tackle the problem of information overflow.
This need is addressed by the Semantic Web. At the same time
the internet’s content no longer mainly consists of editorial con-
tent and static private homepages, but has also become a social
medium. Today the internet is not only used for information
gathering, but also for social networking and sharing personal
views, experiences and media. This development is usually sub-
sumed by the term Web 2.0. Both these new fields, the Seman-
tic Web as well as the Web 2.0, benefit from the application of
case-based reasoning.

Two of the most influencing developments of the Seman-
tic Web are the resource description language RDF (Resource
Description Framework) and the knowledge representation lan-
guage OWL (Web Ontology Language), which is based on RDF.
Already before the development of RDF and OWL, XML has
been used as a case representation within the case-based rea-
soning community. There is a notable similarity between the
ontologies developed within semantic applications and the rep-
resentation of cases in structural case-based reasoning. Due to
this similarity RDF and OWL both lend themselves to be used as
case representation languages and thus expand the possibilities
of case-based reasoning within the general WWW. Bergmann
and Schaaf [12] illustrate the technological and methodological
similarities between ontologies and structured case-based reason-
ing and describe the synergies that can be reached by merging
both approaches. A similar approach is presented by Chen and
Wu [16], who describe an RDF based Case Markup Language
called CaseML. CaseML offers a domain-independent case ontol-
ogy and also aims to make case-based reasoning available within
the Semantic Web. Aktas et al. [6] also use RDF for case rep-
resentation in their system SERVOGrid. Here it is embedded
in a conversational case-based reasoning system that aids scien-
tists in finding resources such as program code or data that are

needed to solve a specific task by assisting them in describing
the necessary resources using meta data. Another case-based
reasoning architecture that is making heavy use of Semantic
Web technologies is the jCOLIBRI framework. Here OWL is be-
ing used as the case interchange language and it is planned to
advance the already distributed framework towards an architec-
ture consisting of Semantic Web Services (SWS) where problem
solving methods are represented as Web Services [43]. In or-
der to use these services the whole case-based reasoning process
is decomposed into single tasks, which are then carried out by
according Web Services. D’Aquin et al. [20] also aim to in-
tegrate case-based reasoning with Semantic Web technologies,
but this time using OWL for representing adaptation knowledge
and applying OWL reasoning in order to carry out case-based
reasoning’s retrieval and adaptation steps.

Within Web 2.0 the area of research being most related to
case-based reasoning is the collaborative filtering approach. Al-
ready in 2001 Hayes et al. [26] described the close relation be-
tween collaborative filtering and CBR and how these can benefit
from each other. Since then combinations of CBR and collabo-
rative filtering have been presented in several papers. O’Sullivan
et al. [53] use collaborative filtering profiles as cases in a TV rec-
ommender system. There are also other combinations possible
such as in the work by Chedrawy et al. [15], where CBR adap-
tation techniques are used to refine the results of collaborative
filtering or in the work by Aguzzoli et al. [4], in which collab-
orative filtering is used to assess the similarity between songs
in a CBR system creating custom music compilations (CoCoA).
Guo et al. [23] further extend the application of CBR on collab-
orative filtering data – this time within a recommender system
in e-commerce – by additionally adding a social trust model to
improve prediction accuracy. A slightly different approach has
been presented in the recent paper by Briggs and Smyth [14],
which illustrates the idea of a community based web search that
uses the results of previous web searches of similar users in order
to improve web search results.

Most of the approaches presented above rely on already
structured or otherwise prepared cases. Given the assumption
that the cases used in CBR systems are usually representation
of experiential knowledge, the next logic step would be to try to
directly access and (re)use the experiential knowledge enclosed
in Web 2.0 platforms. Plaza [41] introduces the EDIR cycle for
this purpose, which describes four processes (Express - Discover
- Interpret - Reuse) for reusing experiential knowledge directly
from the web.

5 Procedural Knowledge in CBR

Procedural knowledge plays an important role in many compa-
nies. Experience in the form of procedures has found its way
into CBR mainly in two fields: case-based planning (CBP) and
workflow-oriented CBR.

In CBP, a plan describes procedural knowledge per se. The
single steps of a plan as well as the sequential or hierarchical
order of the steps contain a lot of experience that can be ad-
dressed by CBR. Instead of planning from scratch, CBP focusses
mainly on retrieval and adaptation of plans. CBP has a history
of nearly 20 years, which has been summarized in the literature
[48, 1]. As it is still a vivid research area, we will concentrate
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here only on some recent trends that have emerged in the past
three years. The utility of cases for solving planning problems
has been investigated in order to improve the performance of
planning [21]. Some work has been done on planning under
real-time constraints [39, 52]. By considering personalized plan
execution [29], an existing knowledge planning approach (plans
are search procedures) has been extended in order to rank the
results of applying the plan (search results) according to user
preferences.

Workflows are “the automation of a business process, in
whole or part, during which documents, information or tasks are
passed from one participant to another for action, according to a
set of procedural rules” [18]. In a medical domain, for instance,
such tasks might be the diagnosis and treatment steps for a
patient, while the procedural rules determine the control flow
for the execution of the tasks. Workflow-oriented CBR deals
with knowledge on how to model, apply, and adapt procedures
in the form of workflows. The reuse of workflow templates is
widely spread in recent commercial systems. Before a work-
flow is enacted, a new workflow instance is derived from the
workflow template. CBR is a means to go beyond this kind of
assistance. First case-based approaches exist that give sophisti-
cated modeling support for workflows. Madhusudan et al. [33]
support the incremental modeling of workflows by a similarity-
based reuse of the workflow templates. A process repository
with workflows and workflow snippets is used by an HTN plan-
ner that employs an inexact, graph-based matching. Leake and
Morwick [30] evaluate the execution paths of past workflows in
order to support user extension of workflows that are under con-
struction. The application of workflows is supported by CBR
as well. Case-based retrieval functionality is employed to select
suitable workflows for a certain situation [11] or for knowledge-
intensive tasks of a knowledge worker [56]. The adaptation of
workflows at execution time is also a recent research topic in
CBR. It can not yet be performed automatically but it can ben-
efit from CBR approaches. Conversational CBR has been applied
in the tool CBRFlow [58] to guide the user in adapting a work-
flow to changing circumstances. The changes between revisions
of past workflows have been reused in the tool CAKE [34] in
order to generate suggestions for workflow adaptations to the
user.

6 CBR Applications

During the past twenty years, many CBR applications have been
developed, ranging from prototypical applications build in re-
search labs to large-scale fielded applications developed by com-
mercial companies. Application areas of CBR include help-desk
and customer service, recommender systems in electronic com-
merce, knowledge and experience management, medical applica-
tions and applications in image processing, applications in law,
technical diagnosis, design, planning, as well as applications in
the computer games and music domain. CBR applications are
documented in part in the conference proceedings of the regu-
lar ICCBR/ECCBR conferences as well as on the Industry Day
included in these conferences.

Watson [57] reports that more than 130 major companies
had been fielding CBR applications worldwide till 1997. Early
prominent fielded applications in engineering and technical do-

mains included CLAVIER (configuration of autoclave loadings),
Cassiopee (troubleshooting of CFM56-3 engines in the Boeing
737) and ICARUS (locomotive diagnostics). Help-desks and cus-
tomer support are two of the most obvious applications of CBR
and many such applications had already been implemented by
1999 [51].

An important application area that also specifically addresses
the method-oriented view of CBR is experience management or,
if considered from a more general perspective, knowledge man-
agement. A well-known application example is SQUAD, which
deals with corporate knowledge management for supporting soft-
ware quality control. While Tautz [55] describes how CBR is
used as part of a more general method for developing expe-
rience management applications, Nick [37] provides details on
a number of real-life applications of CBR for experience man-
agement tasks. Interesting real-life applications on experience
management include the variation reduction adviser [36], and
the connection machine [22], an approach for collective exper-
tise development.

Bichindaritz [13] gives an overview of the use of CBR in
the health sciences. Bergmann at al. [10] describe more than
two dozens of real-life applications of CBR developed using the
INRECA methodology and tools. Recent applications on au-
tonomous systems include applications of CBR for ambient in-
telligence [38] and self-healing [35]. Mantaras et al. [1] give an
overview on emergent applications of CBR in domains like mu-
sic (e.g., generating expressive musical performances), poetry
generation, computer games (script adaptation, character con-
trol, planning in strategy games), molecular biology (speed-up
of crystal growth process for proteins) and support for spatial
reasoning in geographical information systems.

7 Conclusion

By now it is difficult to exhaustively report on a few pages on
the current state of the art in CBR, because the number of CBR
approaches and applications developed up to now has become
quite large. Apart from the broad applicability of CBR, one rea-
son for this is that there is meanwhile a significant number of
CBR research groups and commercial companies, which develop
CBR methods, software components, and applications on a reg-
ular basis. Another reason is that already in the 1990s various
CBR researchers pointed out that CBR is not only a technology
but also a (process oriented) method. Since CBR researchers
are experts in processing experience, detailing, adapting, and
improving the CBR method for various innovative and challeng-
ing application fields and tasks has been an important research
area in the CBR community from its very beginning. This also
explains why the combination of CBR with various other tech-
nologies within a great bandwidth of applications has become
increasingly attractive for researchers as well as business pro-
fessionals. Especially for these integrated approaches it is not
always made explicit that there is indeed CBR inside.
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