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1. Introduction

This thesis tackles the problem of sequence learning using Hierarchical Temporal Memory
as a first step towards a framework for combined temoral and spatial inference. Sequence
learning is a crucial part of intelligence. Sun [2001] even considered it “the most prevalent
form of human and animal learning”. There are many applications where sequences are the
pivotal elements including natural language processing, speech recognition, video analysis,
planning, robotics, adaptive controls, time series prediction, finance, DNA sequencing,
compression and many more. A large variety of methods deal with all the different forms of
sequence learning. They include time-series analysis, regression, compression, grammars,
symbolic planning, hidden Markov models, conditional random fields, recurrent neural
networks et cetera.

However, in most real world applications, the temporal component is not the only
dimension of the problem. Often, there is also a spatial! problem to solve, like object
recognition in the case of video analysis or identifying phonemes for speech recognition.
While classification of spatial patterns is well studied, the combination of both, spatial
and temporal classification, is not. In most cases, they are performed separately, i.e. first
do the spatial classification and then do sequence learning on those classes. Well known
examples are hidden Markov models and conditional random fields. Only few methods
exist that combine both spatial and temporal learning in a very tight way (e.g. recurrent
neural networks do this).

The problem is that useful information is lost due to this separation. Temporal
classification could support spatial classification at various levels of abstraction. For
example, to filter background noise or to track multiple objects and predict their mutual
occlusion. Sequence learning enables the powerful ability to make predictions, which
could be applied to verify the interpretation and to disambiguate input. This is, up to a
certain point, also true for a simple concatenation of spatial and then temporal learning,
but it would be much stronger for a real joint inference. Therefore, it is an important
issue to figure out how to tightly combine both methods.

Hierarchical Temporal Memory (HTM) possibly offers a solution for this joint inference.
It is a quite new technology (2008) inspired by the human cortex to do (spatial) classifi-
cation. They have shown some promising results including CAPTCHA recognition [Hall
and Poplin, 2007|, content-based image retrieval [Bobier and Wirth, 2008| and spoken
digit recognition [van Doremalen and Boves, 2008|.

What is interesting about it is that although it is designed to do spatial classification,
it uses the temporal structure of the training data. The idea can roughly be summa-
rized as “observations that are close to each other in time are likely to belong to the
same cause/object”. This is used to build invariant representations at different levels

'In this case, spatial refers to the problem space as a generic term for all dimensions but time. They do
not necessarily have to refer to space.
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Figure 1.1.: Hierarchical structure within music. W. A. Mozart: “Eine kleine Nachtmusik”.

of abstraction within their hierarchical structure. Thereby HTMs utilize yet another
advantage of the connection between spatial and temporal structure. However, when it
comes to classification HT'Ms discard all the temporal information. So, once the training
is completed, inference relies on spatial information only?. At this point, there is obviously
room for improvement.

The goal of this thesis is to explore the possibilities of combining spatial and temporal
learning by extending Hierarchical Temporal Memory. We will adopt the assumption of
hierarchically structured data, which allows HTMs to have the main classification task
split up into a set of smaller tasks at different levels of abstraction. This allows moving the
separation of spatial and temporal learning to a much smaller scale, so their cooperation
can be much closer. Another advantage of this approach is that we can potentially re-use
any existing algorithms that have been developed for sequence learning and for spatial
classification because we still separate those tasks.

Implicit in approach is the assumption that the data is structured hierarchically in
both, space and time. Otherwise, the described way of splitting will not work. But we
believe that this hierarchical structure is inherent in a wide range of real data. Temporal
hierarchies can be found for example in speech which decomposes in phonemes, syllables,
morphemes, words and sentences, music that can be divided into themes, periods, phrases
and motifs (see also figure 1.1) and movies which consist of frames, shots, scenes and
parts. Spatial hierarchies are even more obviously found: A car consists of a chassis,
wheels, doors and an engine, which consists of cylinders, spark plugs, valves and so forth.
A piece of music often contains different instruments and sometimes one or more voices.
A typical dinner consists of an appetizer, a main course and a dessert, etc..

Considering these examples, we expect the required structure to be inherent in many
interesting real world problems. Therefore a framework that provides a close cooperation
between spatial and temporal learning will probably significantly improve performance
on complicated problems like video analysis or speech recognition with high background
noise. In general, this method could help to tackle very difficult problems that have not
been solved yet.

In this thesis, we extend the theoretical framework of HTMs enabling them to do
sequence classification. The improved framework is implemented and used to evaluate
the algorithms on artificial data. We show this approach to be a viable first step towards
a joint inference.

2There is in fact an attempt to utilize temporal information which is called Time-Based-Inference (TBI).
But it is quite limited and not well documented.
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In this chapter, we give a brief introduction to Hierarchical Temporal Memory (HTM)
because understanding its basic concepts is crucial for the rest of the thesis. We will
also discuss its problems related to sequence learning. However, we will concentrate on
the basics. For a further more in-depth discussion of the algorithms, refer to Numenta’s
official documentation [George and Jaros, 2007] and the PhD thesis of George [2008|.
The algorithms are based upon the ideas of the Memory Prediction Framework which is
presented by Hawkins and Blakeslee [2005]. The basic concepts are explained by Hawkins
and George [2006]. See Numenta [2007b] for a comparison to existing machine learning
techniques like neural networks and Bayesian networks.

Note that this thesis builds upon the first generation algorithms as in the Numenta
Platform for Intelligent Computing (NuPIC) version 1.5. This release was the last to come
with a comprehensive documentation of algorithms. Changes done in the releases 1.6
and 1.7 as well as the Fized Density Representation algorithms that Numenta scheduled
for the 2011 are not considered here. For a detailed description of all algorithms and
parameters, refer to the documentation that was included in NuPIC 1.5 release [Numenta,
2007a).

2.1. Overview

HTMs act as a classifier that can be trained in an either supervised or unsupervised
manner. During training, it requires a temporally structured stream of input data while
inference is done independently for every frame. A hierarchical structuring of the data in
both, space and time, is crucial for the algorithm to succeed (see Numenta [2007c| for
more details).

2.2. Structure

A HTM network is organized as a tree-shaped hierarchy. Although uncommon, multiple
parents per node are allowed, therefore letting the receptive fields of the parents overlap
(see for example node Ny in figure 2.1 on the next page). The input data is distributed
amongst the leaves of the tree. Each node then runs some computation on this data and
passes its results upwards to its parent. This process repeats until the information reaches
the top of the tree. The root is also called classifier node because it will output the result
of the inference and also, it receives the categorical information during the process of
supervised learning.
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Classifier Node
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Temporal Pooler

Spatial Pooler

Data stream

Figure 2.1.: Simple HTM network (left) and a schematic drawing of a node (right) and
its internals. Note that the Network contains a generation-skip (from N to
N¢) and an overlap (N4 has two parents).

2.3. Training and Inference

Training of the network happens layer-wise. The layers are numbered starting with the
leaves as seen in figure 2.1. Once the first layer is trained, it switches into inference mode,
thus producing an output for the next layer to be trained on. This is repeated until the
classifier-node is reached.

In the unsupervised case the top-node is trained like every other node. If, on the other
hand, categorical information is available, it can also be trained in a supervised way. Note
that even in that case the classifier node is the only node to be trained in a supervised
manner.

2.4. Nodes

Each node in the hierarchy is exposed to a temporal stream of data and, independent
of its position!, performs the same two tasks: finding reoccurring spatial patterns and
common sequences of those patterns. These two operations are called spatial pooling and
temporal pooling.

2.4.1. Spatial Pooling?

During training time, the node performs a clustering of the input data to reduce the
possibly infinite number of different inputs to a small set of so-called coincidences. By

! Actually the spatial pooling algorithm differs for the leaves and the inner nodes.
2The “space” in spatial pooling refers to the problem space, which itself does not need to be spatial.
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Figure 2.2.: Spatial pooling example for a 2-dimensional problem space. Three coinci-
dences are already stored with their maxDistance indicated as gray circles.
Also a new non-assignable input can be seen which will be made a new
coincidence, given that maxCoincidences is higher than 3.

doing so, it becomes feasible for the next step to find reoccurring sequences in the data
stream. This idea is implemented in two different ways: one for the leaf nodes and one
for all the others.

The leaf nodes operate as follows: For every input that, by euclidean distance, differs
more than a parameter (maxzDistance) from every previously found coincidence, a new
one is made. This is repeated until a threshold (maxCoincidences) is reached (compare
algorithm A.1 on page 69).

Spatial pooling in the inner nodes happens in a slightly different way. Before comparing
or storing, the input is sparsified in the following way: The maximum value of every
output vector of each child is determined. The corresponding components are then set to
1 and all the others to 0. After that, the vectors are concatenated. Thus resulting in a
vector that contains as many 1s as the node has children while all the other components
are 0.

That approach is taken because the output vectors of each node (that is the output of
temporal pooling) is a probability distributions. Hence, in the perfectly clean noiseless
case, they would contain exactly one 1 and all the other components would be 0. There-
fore, a winner-takes-it-all procedure is a reasonable technique for noise reduction (see
algorithm A.3 on page 70).

2.4.2. Temporal Pooling

This step is based on the idea that patterns that frequently transit to one another are
likely to belong to the same “cause”. Therefore, treating them in the same way can allow
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Figure 2.3.: Simple temporal pooling example with seven coincidences that are clustered
into three temporal groups.

useful invariants to be formed. This is implemented by maintaining a transition matriz
T, with every element T;; corresponding to the number of transitions from the i-th to the
j-th coincidence. This matrix is then normalized forming a Markov chain that contains
estimated probabilities for each transition. By using this probabilities as a measure of
similarity, the coincidences are then merged using a Hierarchical Agglomerative Clustering
algorithm. The grouping continues until a pre-defined number of groups (maxGroups) is
reached. Those resulting sets of coincidences are called temporal groups.

2.4.3. Inference

During inference, every node starts by determining the distance of the new input to
every coincidence. This vector of distances is, in the second step, turned into a “belief
distribution” by calculating the probability that the input belongs to each coincidence
utilizing a Gaussian distribution (with mean 0 and o as fixed parameter). Note that the
result is, in general, not a probability distribution because it does not necessarily sum to
one.

This vector is then used to calculate a belief distribution over all temporal groups. The
belief for a temporal group is determined by simply taking the maximum belief of all
coincidences belonging to that group. The resulting vector is then passed upwards to the
node’s parent(s).

2.4.4. Supervised Training

In case of a supervised training the temporal pooling algorithm of the classifier node is
substituted with a SupervisedMapper or a support vector machine to form groups that
match the categories best.
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2.5. Problems Related to Sequence Learning

HTMs, during training, rely on the temporal structure of the data. Even so, they partially
throw this information away once the temporal groups are built. They perform their
classification task on single frames of data only, ignoring the temporal context of the
data. This is obviously harmful to any kind of sequence classification where most of the
semantics is due to the order.

So if we, in spite of that, want to classify sequences with the help of HTMs, we have to
transform the problem to a ‘“regular” classification task. We could, for example, move a
fixed-sized window over the sequence and at every step feed all the frames within into
the network. That way, a part of the sequential context can be used to perform a purely
spatial classification task. This, however, has several drawbacks:

1. The window size imposes some restrictions upon the length of recognizable sequences.
Problems arise if sequences are so small that more than one fit into a window or if
they are so long that the window does not cover them completely.

2. The size of the window is a parameter that has to be chosen by hand and remains
fixed.

3. Because of the window-shifting over the sequence, all the bottom-layer nodes perform
basically the same task. This implies a lot of overhead due to duplication.

4. Information collected for one step is lost for the next one. Hence, classification for
the bottom level is redone several times as well as the disambiguation of input data.

5. As the window is shifted from one sequence to another, it will cover both of them
for some time, thus leading to a blurred transition.

These problems partially arise because none of the nodes maintains memory of its history
during inference. Also the temporal pooling ignores the order of its elements and therefore
possibly merges different sequences. We will need to overcome these limitations in order
to do successful sequence classification.

Another possibility would be to run a preprocessing which extracts temporal features
from the data. The success of this approach is highly dependent on the type of features
used. Therefore domain-specific knowledge is needed limiting the scope of this method.
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The following sections give a comprehensive overview of related work that considers
Hierarchical Temporal Memory. Also a brief overview of alternative well known sequence
learning algorithms is given.

3.1. HTM Related Work

Although the interest in HT'Ms is growing, only a few publications utilize them for sequence
learning. This might be due to the problems pointed out in section 2.5 and the fact that
all available implementations! by default only learn to classify spatial information. Also
Numenta recommends not to use their framework for any kind of problem where “specific
timing” [Numenta, 2007¢| is required. Nevertheless, as mentioned in section 2.5, there
are different approaches to still use HTMs for sequence classification tasks. Some kind of
windowing or feature extraction could be used to turn the temporal information into a
spatial representation that can be worked on with HTMs. Alternatively, the algorithms
could be modified to fit the problem. All those approaches have been tried. There are
three publications that utilize the first two techniques to overcome the limitations of the
Numenta framework:

Firstly, Schey [2008] uses HTMs for song classification. Their training data consist of 5
different MIDI songs. For testing, every song is cut into approximately 20 pieces. Those
excerpts are to be mapped back to their source by the network. Two approaches are
taken to achieve good classification accuracy. The first one tries to classify the slightly
pre-processed data directly without using any windowing or special feature extraction
techniques while the second one utilizes both. As a result, the first approach fails obtaining
less than 50% of accuracy while the second one works perfectly. However, this is not
particularly surprising since there is no noise involved and the testing data is part of the
training data. Therefore, the network does not have to do any abstraction and there is
no guarantee against overfitting.

The technique of windowing is also applied by Sassi et al. [2009] who are using HTMs to
boost the classification performance of SVMs in the field of motion capture data. A single
device that captures accelerations is attached to the chest of a human. The resulting
three-dimensional (one dimension for every axis) data is then used to tell apart different
common movements like “standing”, “walking”, “jumping” and “falling”. They use a 2-layer
HTM network which receives a three-seconds window of the data that slides over the
sequence. On top of the network, a Support Vector Machine is trained to do the actual

!There is the Numenta Platform for Intelligent computing available at http://www.numenta.com and
also an open-source project called Neocortex available at http://sourceforge.net /projects/neocortex/.
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3.1. HTM Related Work

classification. Thus the HTM essentially acts as a pre-processor for feature transformation.
Unlike to the previous work, this one examines in detail the effects of white noise to the
classification accuracy and HTMs are proved to be slightly improving the performance of
a SVM in the case of noisy data.

The work of van Doremalen and Boves [2008] utilizes a set of features calculated by
the Auditory Toolbox [Slaney, 1993] that encode the temporal information. That way,
they were able to have an HTM produce reasonable results on spoken digit recognition.

While these three cited publications modified the data (feature extraction) or the way
the data was read (windowing), there are also two groups that directly changed the HTM
algorithms to better suit the task of sequence classification. The first one is Rozado et al.
[2010] which studies the capabilities of HTMs to recognize signs from the Australian
sign language. The different gestures were recorded using a data-glove that records both,
the position of the hands as well as the position of the fingers. However, many of those
signs share the same or at least very similar positions and the major difference between
them is encoded in the order. To capture this temporal structure, they placed a modified
node on top of their network. The behavior of this node is changed to store sequences
during training instead of building temporal groups that disregard order. To decide
which sequence is active, a variant of the Levenshtein distance is used as a metric. This
modification basically utilizes an ordinary HTM network as a means to recognize the
different poses, processing sequential information only on top of that. However for the case
of the Australian sign language, this approach worked out quite well, yielding accuracies
of over 90 %.

Maxwell et al. gave the algorithms a more general overhaul. By now, they have two
publications [Maxwell et al., 2009a,b| and a third one [Maxwell et al., 2010] to come,
dealing with their Hierarchical Sequential Memory for Music (HSMM). Although the
focus of their system is sequence generation, in contrast to classification, the work is of
particular interest for this thesis. Since most of the learning in HTMs happens in an
unsupervised fashion, modeling the training data in a way that allows generation is also
half the work for any classification task?.

The modifications applied to the HTM algorithms are substantial. Briefly summarized,
the temporal pooler of each node is substituted with a so-called sequencer which is able to
extract reoccurring sequences from the training data and to match them with perceived
sequences. Thereby, it is, in contrast to the Numenta temporal pooler, strictly keeping
the sequential information. The whole setup is also enhanced by adding a feedback
mechanism, thus allowing the network to generate low-level patterns from more abstract
patterns at the higher levels. Furthermore, the execution policy is changed so that a node
is only activated upon change, in contrast to activating every node at every time-step.

The new system is trained with pitch, velocity and rhythmic information extracted
from a set of classical music MIDI files. The HSMM thereby builds up a model of that
kind of music enabling it to generate similar melodies. Note that the network does not do
any classification. It just tries to complete fragmentary melodies or to generate new ones.
Therefore evaluation is difficult. In this case the authors personally judged the quality of

2For more details on this, refer to section 6.5 on page 56.
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the created sequences lacking objective criteria. Though, according to their expertise?,
the results are promising.

In summary, these are all steps towards sequence classification with HTMs. But as
the results show, the field is still in its infancy. The major problem of HT'Ms with this
subject is to disregard the temporal order during inference. This problem has hardly been
tackled. The work of Maxwell et al. is outstanding in this regard, but does not provide
any classification capabilities.

3.2. Hidden Markov Models

Hidden Markov Models (HMM) are a popular model for sequence classification. They are
used as a basis for many commercial speech recognition systems and have been successfully
applied to problems from the sector of bio-informatics, visual recognition, finance and
many others. Only recently have they been replaced by Conditional Random Fields in
some of those applications.

A hidden Markov model consists of a finite set of states. The system transitions from
one state to another in a stochastic manner and upon entering any state, a symbol is
emitted, also stochastically, according to a probability distribution that is dependent
on the entered state. The states themselves are not observed, neither at training nor
at testing time. They correspond to the desired class labels. The emitted symbols, on
the other hand, are always observed. Common tasks related to HMMs involve decoding,
i.e. which state-sequence is most likely given the observed symbols and therefore which
sequence of class labels corresponds to the data. In the terminology of this thesis decoding
would be inference. Another common task is parameter estimation, i.e. which state
transition and symbol observation probabilities best match the training sequence. Again
in terms of this thesis, this would correspond to training. For a more in-depth discussion
of HMMs see Rabiner and Juang [1986].

While HMMs are proven effective for many real-world problems, they also have some
limitations (compare Kadous [2002| pages 40ff.). For this thesis, the most important
restriction is that they can deal only with a single random variable. Even worse, hidden
Markov models make strong independence assumptions about the distribution of that
variable. Therefore, HMMs are not easily applicable to complex data such as video for
example. This problem is one of the main motivations for this thesis.

3.3. Conditional Random Fields

Conditional Random Fields(CRF) can be viewed as a generalization of logistic regression
to sequentially structured data [Sutton and McCallum, 2007]. They are a discriminative
instead of a generative model which means that they do not model the joint distribution
P(x,y) of their input data x and the class labels y but instead they only model the
conditional probability P(x|y). One important implication of this is, that a discriminative

3James B. Maxwell is a composer and Arne Eigenfeldt is a Doctor of Music
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model does not include a model of P(x). This is not needed for classification because
x is given at both training and testing time. So CRFs need no assumptions about the
input data at all and do only restrict the distribution of the class labels y. In the case of
Linear-chain CRFs, this assumption is that each y; only depends on the corresponding
data x; and the past label y;_1.

The major advantage of Conditional Random Fields in comparison to hidden Markov
models is that they can be applied to a much broader range of data. This is due to
two facts: One, CRFs do not make any assumptions about the distribution of the input
data and two, they utilize a set of feature functions as an interface to the data. The
number of feature functions is fixed, so the size or even the type of the input data can
vary. This makes CRFs very versatile. They have been successfully applied to a wide
range of sequence classification problems including bio-informatics, medicine and intrusion
detection [Liu et al., 2005, Chieu et al., 2006, Gupta et al., 2007]. For a good introduction
see Sutton and McCallum [2007] or Klinger and Tomanek [2007].

3.4. Neural Networks

Neural Networks are a well known technique for classification tasks in general [Zhang,
2002|. However, classic feed forward neural networks such as the Perceptron are stateless,
and therefore they are not directly applicable to temporal classification tasks. However
there is the class of Recurrent Neural Networks(RNN) that seeks to remedy this problem.

Yet, the training of RNNs is more difficult than of feed-forward neural networks but
different algorithms have been developed to solve those problems. Unfortunately, they can
usually only be applied to pre-segmented data in order to produce a series of class labels.
Recently Graves et al. [2006] showed how to overcome these difficulties and to use RNNs
for labeling of unsegmented sequences. They have shown their system to out-perform
different setups of HMMs on the well-known TIMIT corpus®. A main advantage of this
approach is that it combines the spatial classification capabilities of neural networks with
a temporal component. Unfortunately, those algorithms are not easily available so it is
intractable for us to set it up for comparison.

*http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogld=LDC93S1
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4. Hierarchical Learning

The main contribution of this work is to integrate a sequence learning-approach into the
hierarchical structure used by HTMs. In this chapter, the main ideas that precede the
implementation will be developed. We start by summarizing the constraints of our task.
Next, the process of learning a hierarchical representation of the sequence is described
and possible problems are identified. Subsequently, we work out the individual steps of
that procedure. We close this chapter by summarizing the completed algorithm. The
final implementation including all the little details is postponed to the next chapter.

4.1. Premises

This section summarizes the pre-conditions that go with the task of sequence classification,
the ones needed by Hierarchical Temporal Memory and finally, the assumptions we make
about the data.

4.1.1. Sequence Classification

Informally, the task of sequence classification we want to deal with is to partition the
sequence into parts and to assign a category to each of them. Kadous [2002] called
this “strong temporal classification”. Considering speech recognition, the parts could be
phonemes, syllables, morphemes, words or even whole sentences depending on the desired
granularity of classification. In the context of text processing, a common task would be
to decide for each word (or group of words), whether it represents the name of a person,
an institution, a place or something else. There are many other examples reaching from
biology |Liu et al., 2005| to intrusion detection |Gupta et al., 2007].

To formalize the problem, we use the observation that partitioning the data and
assigning a category to each block is the same as assigning a category to every symbol of
the sequence. The partitions are then built indirectly as continuous sub-sequences sharing
the same category label. So for a sequence s with elements s; € 3 and category labels
¢; € N we can therefore define a sequence classifier as a function f which maps every
given sequence over an alphabet 3 to a category sequence of the same length. Thus:

f: X — N, with [s| = |f(s)]
Resulting in for example:

S = S1 S92 83 S4 Sp S ST S8 S9
f(s) = 1 c1 ¢ C2 C2 c3 €3 C3 C3
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Numenta this thesis
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Spatial
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Figure 4.1.: Comparison of the structure of a Numenta node and the one we develop in
this thesis.

Note that we cannot define the classifier as an open-looped one, i.e. one that outputs a
category every time it receives a new symbol. If we did, we would force it to name the
appropriate category as soon as it sees the first symbol. Thinking of an example like
speech recognition, this would mean to know the correct word right after hearing the very
first sound. This is obviously much more difficult than assigning a category afterwards.

4.1.2. HTM Framework

We want to maintain the ability of HT'Ms to build up a spatial hierarchical model of the
training data. Hence, we keep the spatial pooler, the hierarchical topology of the network
and the layer-wise bottom-up manner of training. Regarding the changes, we split the
nodes, the temporal pooler will be replaced and we add a feedback mechanism.

The spatial pooling algorithm together with the hierarchical structure of the network
are crucial for the learning process. They are used to mirror the spatial hierarchy in
the data and model it accordingly. We also keep the general infrastructure. That is,
input data is fed to the bottom layer nodes which perform their computation and pass
the results upwards to their parents and so on. The unsupervised bottom-up manner of
training is tied to the spatial pooler and the infrastructure. Thus, we adopt the Numenta
fashion of training, too. Finally, we take over the idea of a common algorithm for all
nodes!. Thus, all the nodes will perform both, spatial and temporal learning tasks.

These concepts we take over build a framework for all the changes we discuss in this
chapter. It will be helpful to keep this in mind while keep on reading. Figure 4.1 highlights
the modifications that will be done. We can see the main change is a substitution of
the temporal pooler with a new component called sequencer. We also decided to split
the node up. Furthermore, we add a feedback mechanism and (because of that) slightly
adjust the behavior of the spatial pooler.

1This idea plays a major role in the Memory Prediction Framework, which is the foundation of Hierarchical
Temporal Memory. However, the Numenta implementation is flawed in this respect. In the supervised
case, the top-node performs a separate task. Furthermore does the behavior of the bottom spatial
poolers differ from those of the others. Nonetheless will we adopt this idea.

13



4. Hierarchical Learning

4.1.3. Assumptions on Data Structure

Both, the sequence learning task and the HTM framework make assumptions about the
structure of the data. Therefore, as we plan to combine both of them, we implicitly make
those, too. Obviously the most important one is, the data having sequential nature with
semantics inherent to the order of the frames within that sequence. Single sounds, out of
any spoken language for example, carry only very few information about the text that is
articulated. Even if all the sounds are given in a random order, they are nearly useless.
Therefore it is clear that a major part of the semantics of speech is encoded through the
order of the data frames.

Two more complex assumptions are made by the HTM framework. These are the
hierarchical structure of both, space and time. Roughly summarized, this means that the
patterns within the problem space can be split into a hierarchy of “sub-patterns”. Analo-
gously for time, the sequences consist of a hierarchy of sub-sequences. The individual parts
are characterized by an increased auto correlation. Both concepts are explained in detail
by Hawkins and George [2006]. Although undocumented, there is another assumption
Numenta’s approach requires: Considering the random Variable X representing the input
data frame at time t and the hidden variable Y representing the corresponding pattern
(or coincidence to use Numenta’s nomenclature) the following holds:

Pyt yt=2 oyt xt Xt X2 XY = Pryt Yty v XY,

This means that the current coincidence depends only on the history of coincidences and
the current frame but not directly on previous data frames.

Let us further assume that the borders of the desired category partitions coincide
with the borders of some of the hierarchy components. So consider again the language
example split into words and syllables. Then, the classes to learn would refer to groups of
words and /or syllables but not to anything else. So for example classifying double-letters
would not be feasible while part of speech classification would. We believe that this is a
reasonable assumption and it will help us to use the hierarchical structure to perform
classification.

4.2. Building up a Temporal Hierarchy

Let us now investigate the process of building a temporal hierarchy?. As we train in a
bottom-up fashion, we start with the input data, split into frames along the time axis.
We then group those into sequences that are then recursively grouped into sequences of
sequences and so on. A schematic overview including the most important terminology can
be seen in 4.2. To start in a simple way, we consider only one-dimensional data. Later on,
we will extend that concept to higher dimensional data.

2What we mean by temporal hierarchy is really a hierarchical representation of the temporal structure
of the data. But for the sake of readability, we will simply refer to it as temporal hierarchy.
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) transition between
groupngs two layer 2 sequences

layer 2

e G LB
N T M0 T L LTI LT
o

time

Figure 4.2.: Overview of the building process of a temporal hierarchy and the associated
notation.

Considering for example speech recognition, would mean to group the audio-signal into
phonemes that can then be grouped into syllables, words, sentences, and so forth.

The period of time represented by those groups grows as we ascend within the hierarchy
and thus those groups also change less frequently. Consider for example the word
“Singapore™ The phonemes change quickly as it has nine different letters. But there
are only three syllables and it is only one word. So the highest level concept does not
change at all while the concepts of the lower levels may change quickly. Numenta calls
this process “coalescing of time”, Hawkins and George [2006].

Note that this procedure can only produce an efficient representation of the data if
the shorter sequences can often be reused in different contexts. If we built a hierarchy
on top of pure random data, we would find every possible sequence of a given length.
Also, the next layer could find every possible combination of those sequences within the
data and so on. Saving all of them is not more effective than storing the sequence as a
whole. But if the assumption of a temporal hierarchical structure of the data holds, we
will find only a few different sequences per layer that occur over and over again. This
way we are able to reduce the complexity of the data at every layer of abstraction. This
can furthermore improve the ability for generalization. For more details refer to Hawkins
and George [2006].

To make the finished temporal hierarchy effective, a few conditions must be met:

1. The grouping must be (easily) computable.
This is an obvious restriction since every node must be able to complete its task.
Otherwise the whole procedure fails.

2. On average, each group has to consist of more than one frame/sub-sequence.
This ensures that a coalescing of time takes place.
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Figure 4.3.: Schematic visualization of the division of time in equal-sized partitions (a),
dynamically depending on the data (b) and with a concrete text example (c).

3. Groups should not “hide” higher level transitions.
This is a guideline to avoid inefficient representation at the higher layers. Consider
two frames that get grouped together even though they belong to different groups
at some higher level of abstraction in the hierarchical structure of the data. Then
the groups of that layer cannot be built properly because the necessary transition
has been “hidden” by the lower layers.

4. Remain invariant against temporal translation.
Invariance with respect to temporal translation is a property of almost every time-
dependent task. It simply means that the absolute starting time of a sequence does
not affect its semantics. Note that we only refer to the absolute position in time,
not to relative translations of sequences as this obviously can change the meaning,
at least for some higher level concept.

To sum up, we have explained the concept of a temporal hierarchy and discussed some of
the pitfalls when trying to build one.

4.3. Temporal Grouping

From the perspective of a single node, the problem reduces to a stream of coincidences?
which is to be grouped into sequences according to the guidelines given in the last section.
We refer to this task as temporal grouping. In this section, we will study how this task
can be solved.

3Coincidences are found by the spatial pooler. Each coincidence can either represent a frame or a
sub-sequence found by a child node. But in the end this distinction doesn’t matter for the task the
node has to perform.
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Figure 4.4.: Average prediction entropy using a k-th order Markov Model for a sequence
composed of three different sub-sequences over an alphabet size of 3. The
average is formed by all possible sub-sequences.

The first and most simple idea we could think of is to pack the coincidences into equally
sized sequences (compare figure 4.3a). That way, the grouping would be easily computable
and we can guarantee that on average each group consists of more than one coincidence.
So the first two conditions from section 4.2 are met. On the other hand, transitions
between blocks are almost randomly hidden (such as for example the word transitions
in figure 4.3c). Even worse, it is not invariant with respect to temporal translations. So
this procedure is not an option at all. It also becomes clear that any data-independent
partitioning will suffer from these two problems. Hence, we need to adjust the grouping
dynamically to the actual data (see figure 4.3b for illustration).

To solve these problems, we adopt the concept of statistical segmentation of Golcher
[2006]. Roughly, the idea is to suspect a group transition every time the predictability of
the next coincidence is low. To understand this approach, we have to study the impact
the temporal hierarchical structure has upon the predictability.

We have already seen, that small sequences that occur often in different contexts are
building blocks of such a hierarchy. That in mind, we will consider the conditional
probability for a symbol given a small context of £ symbols before. That is a k-th order
Markov Model used for prediction of the next symbol. What we notice is that on average
the prediction is much stronger for a symbol in the end of a block than for a symbol at
the beginning. Intuitively this is clearn because each block occurs several times. If we are
therefore able to recognize such a block using the k-symbol context, then guessing the
next coincidence will be easy until the end of that sequence. Once it ends though, we
might have trouble predicting the next sequence being limited to such a small scope. We
will not prove this correlation here but figure 4.4 shows some empirical evidence. We can
see that the entropy is the highest for the first symbol of every block. Also the difference
increases with the order of the Markov model.

As a measure of “predictability”, consider the entropy H of a discrete random variable
Y with possible values {y1,y2,...,yn}:

H(Y) = P(y;) * logy(P(ys))-
i=1

Entropy is commonly used as a measure of uncertainty. We can normalize it by using
the logarithm with base n instead of 2, thus making it reach from 0 to 1. The closer
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Figure 4.5.: The prediction-entropy for an artificial data set consisting of the letters A,B,
and C. Those are arranged in a hierarchical way to appear only in the groups
ABC, BBA, and CAC. The plot shows the entropy of a prediction with a context
length of 3 and the entropy-induced separation in groups.

to 1 the entropy is the less information we have about the next coincidence. An entropy
of 1 corresponds to the equal distribution over all possible values. On the other hand,
the more the entropy approaches 0, the stronger is the prediction, reaching 0 only if the
probability for any symbol is exactly 1.

Following our thoughts from above, we conclude that a coincidence with a high entropy
is likely to be the onset of a new group. Therefore, it is a reasonable choice to partition
the input data according to the entropy, starting a new group every time the entropy
passes a certain threshold. The coincidence whose prediction-entropy was high becomes
the first symbol in the new group (compare figure 4.5). Note that the order of the
Markov-predictor does not correspond to the length of the groups. The groups may be
much longer than the order if the symbols within are easily predictable using only a
context of k symbols. Likewise shorter sequences are possible.

4.4. Prediction

As we have seen, prediction plays an important role for the process of temporal grouping.
This section explains which assumptions are needed to make appropriate predictions,
what algorithms we use to calculate them, how to deal with uncertainties in the input
data and, finally, how they can be used in addition to the temporal grouping.

4.4.1. Assumptions

The most important question when dealing with predictions is which assumptions to
make. Because without assumptions, no future values can be foretold. In our case
two assumptions are made: First, the sequence is discrete taking only values that also
appeared in the training-data. Second, as we have seen, some context is needed in order
to make useful predictions for the process of temporal grouping. Thus, we assume the
Markov property for a small order of 2 < k € N with k as a node-parameter. This means
that the value of the random variable Y1 at time-step t + 1 only depends on the k
values before. Thus:

Pyt vyt vh = eyt Yyt vyt L yiRL),
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Note that none of these are new assumptions. They all derive from those discussed
in section 4.1.3 on page 14. The data is discrete and takes only known values because
the spatial pooler converts the sequential data into a sequence of coincidences. And
although the Markov property does not necessarily hold for the whole data, it certainly
does within the blocks of our hierarchy. In fact, one could say that we even make use of
the circumstance that it does not hold in between blocks to detect transitions.

4.4.2. Algorithm

The class of Markov models is well studied. It is therefore not surprising that there are
many good prediction algorithms based on those assumptions. In particular Variable
Order Markov Models(NOMM ) have some prominent representatives in the field of lossless
data compression. As shown in Feder and Merhav [2002|, data compression has a tight
relation to sequence prediction. Six of them are compared in Begleiter et al. [2004]
with respect to their sequence-prediction capabilities: Context Tree Weighting (CTW),
Prediction by Partial Match (PPM), Probabilistic Suffix Trees (PST), Lempel Ziv 78
(LZ78), and an Improved Lempel Ziv (LZ-MS). Because of the very good results of PPM,
we chose to utilize this algorithm for prediction.

4.4.3. Dealing with Uncertainties

The mentioned algorithms all operate on discrete sequences. Hence, they have no built-in
ability to deal with uncertainties in the input data. But the data received from the spatial
pooler is a probability distribution over coincidences and not a discrete sequence. So we
must find a way for our Prediction algorithm to deal with this fuzzy data. The correct way
would be to calculate a prediction for every possible context and average them weighted
with the probability for the associated context. Let us formalize this:

Let C = {1,2,...,|C|} be the set of possible coincidences recognized by the spatial
pooler. We can then define the context c¢ for the prediction as a k-tuple of coincidences:
c = (co,c1,...,cp_1) with ¢; € C thus ¢ € C*. Let X! be the random variable representing
the pattern at time step t. Let further p;f = P(X' = i) be the probability, calculated by
the spatial pooler that the coincidence at time step t is ¢. The probability for any context
c at time t > k follows as:

k—1
P(c) =[] pi"
i=0
The prediction function f : C*¥ x C — [0,1] provided by the PPM algorithm maps a
probability to every combination of context and pattern. Thus:
fle,i) = P(XH = j|(x!=F+1 XtF+2 0 XY = ¢).

Of course ), . f(c,d) = 1 must always hold. The above described prediction for any
coincidence d € C under uncertainty follows as:

X =d) = 3 [P(o) - fle.d)]. (4.1)

ceck
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Figure 4.6.: Comparison of the different prediction-approaches under uncertainty. The
“Average” line shows the results for equation 4.1, “Weakened” corresponds to
equation 4.3 and “Winner” shows the results for equation 4.2.

Now, at the latest, it becomes clear that this approach is intractable because |C¥| = |C|*.
Thus, the number of calculations quickly becomes too big to be manageable. At the other
extreme we could just ignore all the uncertainties and use only the most likely context c*:

k—1
¢’ = arg max H pf::Z = (arg maxpio, arg maxpzl_l, S, arg maxpf:;_kjl).
ceCk i—0 co€eC c1€C cp_1€C
And thus:
P(X"™ = d) = f(c*, d). (4.2)

The calculations become very easy with this approach. Yet, experiments show that by
doing so, the predictions quickly turn very bad in the case of noisy data. The reason is
that any small error that changes the context might yield a completely wrong prediction.
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4.5. Feed-Forward Data

A compromise between the two is to average the most likely context with the equal
distribution, thus weakening its effect on the input data. This means calculating the final
prediction as follows:

1
Cl’
Although not as exact as equation 4.1, this approach proves to be robust against noise
while still being easy to calculate. This strategy can easily be generalized to work with
an arbitrary number of different contexts taken into account. That way the trade-off
between precision and calculation effort can be adjusted smoothly. Consider a sub-set of
all contexts C* C C*. Then, analogous to equations 4.1 and 4.3, we can define:

P(X"™! =d) = P(c*) - f(c*,d) + (1 — P(c*)) - (4.3)

P =d) = Y [P(0) fle.d)] + (1— Y P(e))- \cl\ (4.4)
ceC* ceC*

The effects of the different prediction approaches are shown in figure 4.6 on the preceding
page. As we can see, all three start with an average log-loss of &~ 0.6. But as the level of
noise increases, they become worse. The “Average” line stays consistently the best while
the “Winner-line even exceeds the value of ~ 1.6 which would result from pure guessing.

4.4.4. Feedback for the Spatial Pooler

So the node will try to predict the next pattern at every time step. This information can
be used to help the spatial pooler disambiguate its input in case of noisy data. This can
simply be done by multiplying the prediction with the probability distribution the spatial
pooler has calculated. The result is a combined belief using both, the spatial and the
temporal structure of the data.

4.45. Prediction as a Measure of Success

Using a prediction-based temporal pooling algorithm has another advantage. Since we
cannot calculate a classification accuracy in a unsupervised context, we essentially lack a
method of measuring the performance of a single node. But since it makes predictions all
of the time, we can measure its success in modeling the input data. This will help us to
study the impact of modifications and the effect of feedback.

4.5. Feed-Forward Data

In this section, we will work out the details for the feed-forward data the new node sends
to its parent. We have already seen, how the node can group its input data into sequences.
Now we want to find a way to encode these information into some vector the next layer
can use to repeat the sequencing task. So let us start by summarizing the goals:

1. The feed-forward data must be a vector of real numbers. This ensures that it can
be used by the spatial pooler of the next layer.
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Figure 4.7.: Feed-forward data example with a Markov-order bound of 3. We can see a
sequence of schematic patterns at the bottom formed into seven groups in
the second line. Above that, there is a plot of the corresponding prediction-
entropy and the entropy threshold. On top, we can see arrows indicating the
timing of the feed-forward message. Notice that only a maximum of three
patterns identify each group although it actually might be bigger.

2. It should be suited to discriminate all the sequences. That way, the next layer can
build up a model of how to combine those into even bigger sequences.

3. Feed-forward data should only be sent once every sequence. Otherwise, the layer
above cannot make proper use of the grouping because from its perspective every
incoming data represents a frame/sub-sequence.

4. We want to be able to encode uncertainties.

We choose a representation, similar to the one the spatial pooler and the temporal
pooler use to have one component for each group. The value of that component represents
the degree of certainty the node has about this sequence being active. After normalization,
it will be a probability distribution.

Since the groups can have common prefixes, it might be impossible to tell them apart
if they have not yet finished. So in order to give an accurate distribution we have to wait
for the very last time-step of a sequence to send information upwards. This moment can
easily be recognized by calculating the entropy of the prediction for the next symbol. If
this entropy is higher than the average, the current group ends instantly. This moment
is still early enough to ensure that the parent node has the possibility to send some
disambiguating feedback just in time. At that point, this kind of feedback is highly
welcome because the prediction is not well suited to resolve ambiguities (it has a high
entropy). An example for the feed-forward timing can be found in figure 4.7.

The final question we need to answer is: How should we compute the certainty of a
sequence being active? They can differ in length which makes comparing them difficult.
We choose to restrict calculation to the first k£ symbols of a sequence. The reason for
this is simply that if two groups shared a common prefix of k symbols, they would be
completely equal from the perspective of the predictor. So their predictive entropy would
be exactly the same. This also means that they would not have been regarded distinct
during grouping. Therefore, from the perspective of the sequencer, they are equal. So for
our purpose those first k symbols suffice to distinguish sequences.
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Figure 4.8.: Extract from a simple network to illustrate the two kinds of feedback. a) From
a sequencer down to its spatial pooler child and b) from a spatial pooler to
its children.

Hence, we can just multiply the probabilities for the first k symbols of the sequence to
obtain a measure « of certainty for the sequence s = s1s3...:

Hpt k+i (4.5)

Recall that pf denoted the probability received from the spatial pooler for coincidence
i being active at time-step ¢. If the length of s is less than k, the missing coincidence
probabilities are taken to be I%I with C the set of all coincidences. Finally, the complete
feed forward data x! at time t follows as a normalized vector of certainties over all
sequences s’ € S:

o a(s?)

Tyl sy
4.6. Feedback

As mentioned in the beginning, we want to add a feedback mechanism. Taking a look at
the structure of our network, we will discover two different types of feedback (compare
figure 4.8).

4.6.1. Sequencer to Spatial Pooler

The first kind of feedback is basically the prediction the sequencer makes about the next
frame. This prediction is a distribution over the patterns formed by the spatial pooler.
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Therefore, they can be passed down unmodified. At the next time-step it will simply be
multiplied with the distribution the spatial pooler calculated helping to resolve potential
ambiguities.

But we can do even better than that. Every time the sequencer passes some data
upwards, its prediction will be weak. We know this because it only passes data upwards
if the entropy of the prediction is high. But we also receive feedback 7 (see figure B.1 on
page 78 for an overview of the notation) from the parent every time we pass data upwards.
This feedback will essentially be some prediction about the anticipated sequence starting
at the next time-step. So we can translate this into a potentially stronger prediction )
about the next coincidence by using the first symbols s; 1 of all sequences weighted by
the probability m; for the sequence? :

|S|

vi=»_ Li(sjn) - .
=0
With:

, 1 ,ifi=j
Li(7) {O , otherwise -

So we have two cases calculating the feedback for the spatial pooler. If the entropy of
the prediction is lower than average, then the prediction is the feedback. Otherwise the
sequencer waits for the feedback of its parent and transforms it into a distribution over
coincidences. That way, we also ensure that additional layers will have influence on the
disambiguation at the bottom layer. Note, however, that their impact will be smaller the
further they are away from the bottom layer. This is because for most symbols the first
layer will make the predictions. Only occasionally, if it fails to make a good prediction,
the second layer will step in. If the second layer is to provide the prediction and it cannot
make a strong one, only then will the third layer help, and so forth. Informally one could
say that the layer above only helps out in case of doubt.

4.6.2. Spatial Pooler to Sequencers

The spatial pooler does not create feedback on its own. Its task is to translate the
feedback 1) it receives (and uses) from the sequencer into feedback 7 for its children. This
procedure is pretty straightforward:

IC]

T = Zci ;.
i=1

Notice that the coincidences c; are vectors, so the summation is a vector addition. Finally,
the resulting 7 has to be normalized and split up into appropriate chunks for every child.

40f course the result needs to be normalized.
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4.7. Unfolding

4.7. Unfolding

We add one more concept that we will call unfolding. The idea is to reverse the abstraction
process done by the network and to project sequences found at the top-level back to
the input-data it would correspond to. So every time the top node passes a distribution
upwards, we send it back through the network and try to reconstruct the input-data
sequence it corresponds to. Because we will only use the stored sequences and coincidences,
this will not match the real input data in general. But it will reflect the internal model
of the input data the network has. If we consider the speech recognition example again,
unfolding would turn the concept of a word (which would have an ID) back into a stream
of sounds that corresponds to that word.

Therefore, unfolding can help us to understand what happens within the network.
Furthermore, it will also allow us to perform some kind of reconstruction of missing or
noisy input data because the internal model of the network is always “clean” and complete.
So by constructing an input sequence according to that model, we will remove noise
and restore missing values. However, this procedure will only remove what the network
thinks of as noise. We can also use this approach as an alternative way of classifying: by
“reconstructing” missing class labels. We will discuss this in detail in section 6.5.

Now, we will present how unfolding works: Every node unfolds its kind of patterns that
is a sequence in case of a sequencer and a coincidence in case of a spatial pooler. The
result is a set of channels where every channel corresponds to one bottom-layer node. So
every channel contains a sequence of input-frames for that node.

For the case of spatial poolers, the unfolding of a coincidence means to take that
coincidence and split it up for all of its children. For each of the parts, the winning
pattern is determined. This corresponds to the ID of the pattern the child is then
instructed to unfold. Each of these yield a set of channels which are unioned. Together,
they correspond to the descendant bottom-layer nodes.

Likewise, a sequencer node determines the coincidences that belong to the sequence to
be unfolded. Then, it successively instructs its child to unfold each of them. The resulting
channels are concatenated, so that the number of channels stays the same but each of
them grows longer in time.

We want to compare the end result to the real input data. Therefore, we have to make
sure that it is exactly the same length as the part of input data we want to compare it
to. Unfortunately, this is not generally the case if we unfold a sequence in the described
way. Length differences can occur for example due to temporal noise in the real data.
While unfolding, we “reconstruct” a sequence with no noise and therefore might end up
with a different duration. In order to enforce the correct length, every sequencer keeps a
memory of all the time steps that it sent data upwards. That way we can tell it to unfold
sequence number i starting at frame ¢ and it will know how long it took in the original
data and hence unfold it appropriately.
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Figure 4.9.: Example for the unfolding process. We can see a network consisting of six
nodes. The top sequencer is told to unfold sequence number 2. While the
unfolding works its way down the hierarchy, we can see the sequence grow
resulting in channels of length 9 each. These two are the result of the process.
Colors and arrows help to keep track of the sources for the symbols.
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Sequencer

feed-forward feedback

Figure 4.10.: Schematic overview of the operations of the modified spatial pooler node and
the new sequencer node. The cyan colored boxes represent the knowledge
acquired during training. They do not change during inference. On the
contrary, the green colored boxes depict internal variables that are constantly
updated.
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4.8. Putting it All Together

We finish this chapter by summarizing the new node algorithm as a whole. We will often
refer to figure 4.10 on the preceding page which illustrates the operations of both node
types during inference. The individual steps within that diagram are referenced using the

corresponding circled numbers (D@@@®GC0OOO)

4.8.1. Spatial Pooler

The spatial pooler has only been added a feedback mechanism. Other than that, it
behaves just like the Numenta one.

Training

During training, the node collects a list of coincidences. Every time the input data differs
more than mazDistance from any coincidence, it is added to the list. This is repeated
until the number of coincidences reaches maxCoincidences or the training is finished. So
far, the algorithm matches exactly the old one.

Inference

During inference, the probability of the input data x to correspond each of the stored
coincidences is calculated @. This is done using a simple mixture of Gaussian model with
means equal to the coincidences and a standard deviation of o (the node-parameter). For
details compare algorithm A.2 on page 69.

Before that distribution is passed upwards, it is multiplied with the feedback of the
previous time-step (if any) and thereafter normalized again @. This is sensible because the
feedback received at the last time-step represents a prediction for the current time-step.
The resulting distribution is then passed to the parent.

If feedback from the parent is received, two different things are done. First, it is saved
for the next time-step to be multiplied ©. Second, it is translated into feedback 7 for
the children @. This means calculating an average of all coincidences weighted with the
probabilities from the parental feedback 1. Note that 7r is a probability distribution over
all coincidences while 1) is of the same type the input data was which is a probability
distribution for all layers but the bottom-layer.

4.8.2. Sequencer

The sequencer node replaces the Numenta temporal pooler node. There is always one
sequencer on top of every spatial pooler.

Training

The sequencer stores the whole stream of input data while it is training. Also for every
received distribution, the winning symbol (coincidence) is determined and it is used to
train a VOMM predictor. After the whole training-sequence has been received, the (now
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4.8. Putting it All Together

trained) predictor is used to calculate a prediction and hence entropy for every frame. The
whole stream is then partitioned into sequences according to that entropy. More precisely,
a new sequence is started every time the entropy exceeds its average and it is truncated
to k symbols. Finally, duplicates are removed as well as sequences that appeared too
infrequently. So by the time the training has finished, the node has a trained VOMM
predictor and a list of common sequences.

Inference

While inferring, the node appends each incoming y to its short-term memory ®. The
short-term memory holds all the coincidence distributions since the beginning of the
current sequence® but at least k.

After that, the winning coincidences for the most recent k distributions are determined.
They are used as a context for the Predictor to predict the next symbol and store it in the
prediction field @. In addition to that, the entropy of that new prediction is calculated.
If the entropy turns out to be higher than average®, the first k& symbols of the current
sequence are taken from the short-term memory ®. Then they are used to calculate a
distribution over all sequences ®. Recall that the certainty for each sequence is calculated
as the product of the probabilities for its individual symbols (compare equation 4.5 on
page 23). The resulting vector x is normalized and passed upwards as feed-forward data.

Every time feedback 7 is received from the parent node, it is transformed back into a
distribution over coincidences @. This is done by finding the average of the first symbols
of all sequences weighted with the probability for that sequence given by 7. Note that m
is a distribution over all sequences while the resulting vector represents a distribution
over coincidences. But this vector is only used as feedback % if the entropy of the “own
prediction” is high. Otherwise, the own prediction is used for feedback @.

4.8.3. Execution Order

We need to make sure that the feedback from the higher layers arrives at the lower ones
in time. But every layer waits until the current sequence has finished to pass information
upwards. So in the worst case, we have the first layer pass data upwards to the second
one which also passes data upwards to the next layer and so on all the way up to the
top node. The top node, of course, cannot delegate the feedback creation at step @, and
hence sends its prediction as feedback downwards. But the entropy of all sequencer nodes
on the way down is high because otherwise, they would not have passed data upwards.
Therefore, all the nodes will use the transformed feedback from above as feedback. So in
summary, we have the input data travel all the way up through the hierarchy and the
feedback travel all the way back down again, all in one frame. Thus, the execution order
must be to first process the feed-forward data (steps D@®@®®) of every node and only
then process the feedback (steps @@O®) of all the nodes in reverse order.

5Thereby each sequence begins the time-step after the last one has been passed upwards, that is every
time the entropy of the prediction for the current symbol is higher than the average.
5This is the average calculated over the training data.
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5. Implementation

This chapter gives a brief introduction to the SeQuence Hierarchical Temporal Memory
(QHTM) implementation we have written to test the algorithms. It provides a basic
framework for HTM-like computations and it is easy extensible. The software is available
under the GPL3 license!.

5.1. Basic Architecture

The software is entirely written in Java Edition 6. It relies on the Logback framework?
for logging purposes. The configuration is realized with XML files that are read and
written using the JDom? library. The graphical user interface is based on Swing and uses
the additional SwingX* and dockingFrames® libraries for non-standard components. The
code of Begleiter et al. [2004]6 for the Prediction by Partial Match algorithm is used by
the Sequencer. The SVMTopNode uses the Java version of libSVM?.

The QHTM software is designed to run a given hierarchical network of nodes under
specified conditions. Therefore, the two main parts are:

1. The network which holds all the information about the nodes, their parameters, the
sensors and the topology.

2. The batch tree which cares for the actual process of execution. Which data the
network is trained and tested on, what the accuracy was and so forth.

This modularization allows a flexible combination of networks and tests. Both, the
network and the batch tree are stored in separate XML files. The main application is only
responsible to load them. All the further setup and the computations are then carried
out by those two parts.

An important design decision for this software is to have all the features and configura-
tions accessible via XML files in order to achieve fully featured batching capabilities. The
XML files consist of a standard XML header and a root node corresponding to either the
network or the root of the batch tree. Each component can contain child tags defining
some of its parameters or sub-components. Thereby, the XML tree structure resembles
the structure of the network respectively the batch tree.

'The source-code can be downloaded here: MISSING
http://logback.qos.ch/

3http://www.jdom.org/

*http://swinglabs.org/

Shttp://dock.javaforge.com/
Shttp://www.cs.technion.ac.il/~ronbeg/vmm/
"http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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5.2. Network

Network
accuracyMeterName : String . GEHNEEE AbstractNode
getComponentByRegex(Pattern) : NamedComponent 1
getAccuracyRate() : double
@ sensors
1“>(-
Sensor

Figure 5.1.: Simplified part of the UML diagram showing the Network class.

The Parameter annotation is used for fields of any component that should be treated
as parameters. Those can be set for example by the XML file or by the graphical user
interface. Internally, the fields are accessed via reflection using the annotation as a marker
to distinguish parameters from other fields. The static class ParameterAccess handles
all the getting and setting of those parameters.

The main benefits of this approach are that the XML export and import of parameters
can be automatized and that the GUI can easily provide a general interface to view and
edit the parameters of any component without further customization.

An important goal was to create a flexible framework that could be easily extended and
modified. Therefore, a general component conversion from and to XML as well as a GUI
that is able to display every custom implemented component without further adaptions
are crucial. To accomplish this, all the components are instantiated via reflection. This
makes component development painless but imposes some restrictions on the construction
of them. The most important one is that every component must have a parameter-free
constructor. Thus most of the initialization must be separated from construction.

5.2. Network

This section summarizes the structure and the concepts of the network. Its only parameter
is the so called accuracyMeterName which holds the name of the component that should
measure the accuracy. This could be a node, a sensor or an effector as long as it implements
the AccuracyMeter interface.

5.2.1. Structure

The most important purpose of the network is to organize the nodes and the sensors.
Therefore it always contains the top node and a list of all sensors. The connections
between the nodes and those connecting the sensors with the nodes are handled by the
nodes and the sensors themselves. The network component only offers an interface to
find components by name and to remove or add the top node and/or the sensors. In case
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Figure 5.2.: Simplified part of the UML diagram showing the AbstractNode class.

of the GUI, the network is enhanced to keep track of all changes amongst its components
to offer a common listener interface.

5.2.2. Message Passing

Data is read by the sensors and then passed to the bottom layer of nodes. Those, in
return, pass information up to their parents. This process is repeated until the top node
is reached. This is the way of the feed-forward data. Some nodes also generate feedback
which can be passed down to their children.

Either way, the data is always passed immediately and then stored at the target node.
This way, the information is concentrated where it is needed. Thus, the nodes can decide
by themselves when they have accumulated enough data to start processing. It will also
help to parallelize the software once it is to run on a distributed system. To ensure that
no data is being lost, every node has a queue for every child to save feed-forward data
and another queue to store feedback messages from its parent.

All the data is conveyed through an instance of either FeedForwardData or Feedback.
They contain an array of double values and a frame counter. The first one encodes the
actual data while the second one is just a timestamp. This helps the higher levels to keep
track of the current time because they might not be activated every frame.

5.2.3. Nodes

All nodes extend the AbstractNode class which provides all the basic functionality for a
node in order to work within a network. First of all, it implements the MutableTreeNode
interface which ensures that the nodes can be arranged as a tree. So every node has a list
of children and a maximum of one parent. Furthermore, it provides interfaces to send
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forwardData(FeedForwardData)

Figure 5.3.: Simplified part of the UML diagram showing the Sensor class.

and receive both, feed-forward and feedback data. The AbstractNode also takes care of
the queuing of the received data. Every time it receives data, it checks if it is able to
produce feed-forward data. If it is ready, the current batch is notified and the node gets
queued up in the execution queue. In addition to that, the AbstractNode manages a list
of all attached effectors. It ensures that every effector is handed a copy of every data sent
or received by this node.

Every node can be in one of three different states: Initialization, Training and Inference.

Initialization During this state, the node is configured and placed within a network. No
processing can be done and it can only transition into training state.

Training Once all the configuration has been done, the node can be switched to
Training state. In this state the node is trained.

Inference As soon as the training is completed, the node is switched into this state.
From now on, the node is able to perform computations that yield feed-
forward data and possibly also feedback.

The transitions between the states are triggered by the batches through one of the
following three methods: switchToInitializationState(), switchToTrainingState(),
and switchToInferenceState().

With all this functionality covered by the AbstractNode, the only methods to implement,
when writing customized nodes are the train(), the prepareFeedForwardData(), and
the prepareFeedback() methods. The methods that switch from one state to another
are also commonly overridden, although they need not.

5.2.4. Sensors

Sensors provide the data that is fed into the bottom layer of the network. By now, only
file sensors, i.e. sensors that read their data from a file, are implemented. Sensors behave
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Figure 5.4.: Simplified part of the UML diagram showing the AbstractEffector class.

differently from nodes because there is usually only one sensor for several nodes which
means that they break the tree structure. Thus, they are also stored as a separate part of
the network.

To connect nodes to a sensor, special adapter-nodes called SensorLink are used. Every
Sensor maintains a list of SensorLinks amongst which it distributes the data. Such a
link has an associated capacity (i.e. size of the data array to be transferred) and also
defines whether the data should be provided as feed-forward or as feedback. From the
perspective of regular nodes, the SensorLinks are normal children. If a link does not
specify a capacity, the sensor automatically determines a suitable value for it.

At the moment, the two foremost important sensors are the VectorFileSensor which
reads lines of values from a CSV file. And second, the WindowingSensor which reads files
with only one value per line. It then collects a fixed amount of those values and feeds
them as a vector into the network. After that, the first few values of that window are
dropped and replaced with the next few.

5.2.5. Effectors

An effector is meant to add some effect (whence the name) to a component. This can
be for example printing the data-flow for debugging purposes or measuring the accuracy.
In order to do this, every effector receives a copy of all data sent or received by the
component it is attached to. Additionally, if it is attached to a node it is notified whenever
the node changes its state.

5.3. Batches

Batches are, similar to the network, organized in a tree structure. Every batch can
be executed and performs some pre-defined task. After that, it will start executing
its child-batches. That means, the batch-tree is executed in a preorder fashion. Some
batches collect accuracy information that is upon completion passed to the parent. Those
information can be grouped within the tree and result in a matrix of accuracies suitable
for plotting.

Every batch can have a list of Settings that can modify the parameters of any
component. A Setting consists of a regular expression, a parameter name and a value
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string. By the time the setting is applied to a network, all components whose name
match the regular expression will have their parameter with the given parameter name
changed to the given value. Currently, the most common settings are those that change
the filename parameter of the sensors.

The TestingBatch tests an already trained network. It performs the following steps:
First, it applies all the Settings and then initializes the sensors and nodes. Then, for
every frame of data read by the sensors, all the nodes perform their computation. Finally,
information about the accuracy is collected as far as it is available.

The TrainingBatch is used to train any network on a specific data set. To do this,
it iterates several training intervals similar to the execution of a TestBatch. So it also
starts by applying all the Settings and initializing the sensors and the nodes (this time
into Training state). Then, for every data frame, all the nodes of the lowest untrained
layer are processed. After the data file has finished, all those nodes are switched into
Inference state. As long as there are still untrained nodes, the sensors are re-initialized
and the procedure is repeated.

Batches allow stepped execution which means they can interrupt the execution and
continue later. This is useful for inspecting and debugging networks and batches using
the GUI. The supported modes are:

SingleStep Only perform one step. This corresponds to either executing a single frame
of data or the activation of a new batch.

SingleInterval Perform steps as long as the sensors still have data.
SingleBatch ~ Execute a whole batch (for all but TrainBatch equal to Singlelnterval).

Complete Execute the whole batch tree at once.
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5.4. HTM Implementation

Before we did any modifications, our first step was to reimplement the NuPIC algorithms.
This section explains the algorithms and how they fit into the QHTM framework. Note
that we have divided each node in two nodes. One for the spatial pooling and one for
the temporal pooling. Pseudocode for all the algorithms can be found in Appendix A on
page 69.

5.4.1. Bottom Spatial Pooler

The BottomSpatialPoolerNode is equal to the spatial pooler Numenta utilizes for the
bottom layer nodes. It has three parameters: maxDistance, maxCoincidences and sigma.
Furthermore, it maintains a set of coincidences C. We will now explain all the overridden
methods. The rest behaves exactly like the AbstractNode.

train

The new input data x is compared to every stored pattern using the euclidean distance.
If it differs from every pattern by more than maxDistance and if the total number of
patterns is less than mazCoincidences, it is added to the list of patterns. Therefore, we
get algorithm A.1 on page 69.

prepareFeedForwardData

A probability distribution y = {y1,v2,..., y‘p|} is generated by calculating the Gauss
function of the distance to the input data for each pattern. Thereby, sigma is taken as
the standard deviation. After that, the distribution has to be normalized. So we have
algorithm A.2 on page 69.

5.4.2. Mid Spatial Pooler

The MidSpatialPoolerNode corresponds to the spatial pooler Numenta utilizes for all
but the bottom layer nodes. It works similarly to the BottomSpatialPoolerNode. It also
has three parameters: mazDistance, mazxCoincidences and poolingType. The last one can
be set to one of the two values, “Sum” or “Product”.

train

Normally, the feed-forward data of all m children is concatenated to receive the array
x. This time, the individual parts x!,x?,...x™ are treated separately. They are pre-
processed, so that the component with the former biggest value is set to 1 while all
the other components are set to 0. Those new arrays are then concatenated as usual.
Otherwise, the algorithm is the same as for BottomSpatialPoolerNode. Therefore, we

just state the preprocessing algorithm A.3 on page 70.
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The maxDistance parameter has only limited use because of this preprocessing. If only
a single part is different after preprocessing that yields a distance of 2. So only multiples
of two are reasonable values (if any) for mazDistance.

prepareFeedForwardData

During inference the MidSpatialPoolerNode calculates a probability distribution over all
the patterns. This is done by multiplying each stored pattern with the input data®. The
components of the resulting vector are, depending on the poolingType parameter, either
summed (SUM) or multiplied (PRODUCT). The obtained value constitutes one component
in the pattern distribution that is normalized afterwards. Also compare algorithm A.4 on
page 70.

5.4.3. Temporal Pooler

On top of every spatial pooler, there is a TemporalPoolerNode. This keeps track of the
transitions between patterns using a so-called transition matrix T = [t;;]p|xp|- Every
entry t;; corresponds to the number of transitions from coincidence c; to coincidence c;
counted within the training data. At the end of the training phase, this matrix is used
to calculate a similarity measure for clustering the coincidences into so-called temporal
groups using a Hierarchical Agglomerative Clustering algorithm. The number of groups is
the only parameter of the node and it is called mazGroups.”?

train

During training the transition matrix is built. All of its entries are initialized to 0. For
every input data, we remember the winning pattern, in order to increase the entry of T
corresponding to the transition from the last pattern to this one. The details can be seen
in algorithm A.5 on page 70.

switchTolnferenceState

Unlike the previous implementations, the switchToInferenceState method is overridden
by the temporal pooler. That is because at the end of the training, the coincidences
need to be clustered into temporal groups. For that, the transition-matrix is normalized
such that each column sums up to one. This normalized transition matrix T provides an
estimate for the transition probability from one coincidence to another.

What follows is a Hierarchical Agglomerative Clustering algorithm that groups the
coincidences together into so called temporal groups. It starts with each coincidence in a
separate group and then repetetively merges together the two groups that have the highest
maximal transition probability to one another. In other words, it uses the maximum of

8Recall that the patterns consist only of the values 0 and 1. Therefore, the multiplication yields a similar
array but the 1s are replaced by the corresponding values from the input data.

9Numenta uses much more complex algorithms with lots of parameters. Given the fact that we replace
this node anyways, we decide to stick to the simple algorithms described in George [2008].
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the transitional probabilities between the coincidences of this one group and those of the
other one as a measure of similarity. The merging is continued until the number of groups
matches the maxGroups parameter (compare algorithm A.6 on page 71).

prepareFeedForwardData

The feed-forward data of the TemporalPoolerNode consists of a vector with one component
for each temporal group. Those values are calculated from the coincidence probability
distribution received from the SpatialPoolerNode as follows: The belief for a temporal
group is the maximal probability over all contained coincidences. The overall probability
distribution can be produced by normalizing the vector of beliefs (see algorithm A.8 on
page 71).

5.4.4. Supervised Mapper

Unlike other nodes, the SupervisedMapperNode receives category labels for every frame
in addition to the regular feed-forward data. From the regular input data only, the index
of the winner is of interest because it is counted how often each winner corresponds to
each class label. These numbers are stored in the mapping table M. During inference the
class-label most frequently associated to the current pattern is returned.

train

During training, the mapping table M is filled. This simply means determine the winning
pattern and the current classlabel and count up the corresponding entry of M as shown
in algorithm A.9 on page 72.

prepareFeedForwardData

During inference, the index of the winning pattern is used to select the classlabel which
most frequently coincided with it. The details are shown in algorithm A.10 on page 72.

5.5. Extensions

The new algorithms we have implemented also fit in the same infrastructure as before. In
addition to the methods before, we will present the unfolding algorithms and, obviously,
we also have to implement the prepareFeedback method.

5.5.1. Spatial Pooler

The QSpatialPoolerNode is basically the same as the SpatialPoolerNode except for
the feedback-related computations. So during inference the only change is to multiply
the parental feedback 1 (if any) with the coincidence distribution before passing it up.
Otherwise, it is exactly the same as algorithm A.2 on page 69.
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prepareFeedback

The QSpatialPoolerNode only forwards the feedback 1 received from its parent to its
children. This involves translating the distribution over coincidences into distributions
over patterns that are understood by the children. This is implemented by averaging all
coincidences weighted by the probability induced by 1. The resulting vector has to be
split up into m parts, one for each child and each of the parts has to be normalized. The
details can be seen in algorithm A.11 on page 72.

unfold

The unfolding method of the QSpatialPoolerNode receives the ID of a coincidence to
unfold. In addition to that, a time-stamp is provided which is only forwarded to the
children. The procedure works as follows. The specified coincidence is split into one piece
for each child which is then normalized. Each child is instructed to unfold the winning
patttern of its part. Finally, the resulting sets of channels are united and returned. The
complete algorithm can be seen in A.13 on page 73.

5.5.2. Sequencer

The most important change in contrast to Numenta’s algorithms is the substitution of
the TemporalPoolerNode with the QSequencerNode. This node is placed on top of a
QSpatialPoolerNode and performs the temporal inference. It is based on the discrete
sequence prediction algorithm Prediction by Partial Match (PPM) written by Begleiter
et al. [2004].

train

During training, the Prediction by Partial Match (PPM) predictor is trained. Only the
winner of each coincidence distribution is used for training because PPM operates on
discrete sequences only. These winners are also stored in order to perform the sequence
grouping once the predictive entropy can be calculated (see algorithm A.14 on page 73).

switchTolnferenceState

Once the training is completed, we can use the PPM predictor to make “predictions” for
every coincidence of the training sequence. These distributions can be used to calculate
the predicition entropy (also for every symbol/coincidence of the training sequence) which
is used to form the groups. For details, see algorithm A.15 on page 74.

prepareFeedForwardData

This method is called whenever the node receives a distribution over coincidences from
the spatial pooler below. This input data is then appended to the short-term memory
(STM) which also provides the context for the prediction. If the entropy of the prediction
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is high, a distribution over sequences is calculated and acts as feed-forward data. So this
method does not always generate output (compare algorithm A.16 on page 75 for details).

prepareFeedback

The generation of feedback depends also on the value of the entropy calculated previously
by the prepareFeedForwardData() method. If the entropy is high and we have some
feedback from above, then we use that to calculate our own feedback. Otherwise, the
prediction of the PPM about the next coincidence acts as feedback (see algorithm A.17
on page 75).

unfold

This method of the QSequencerNode receives the ID of the sequence to unfold as well as
the number of its start frame. The ID is used to determine the coincidences that have to
be unfolded by the children. If this node passed any data upwards at any frame, then the
division memory would contain the number of that frame. So we can look up the first
number in the division memory that is bigger than the given start frame and receive the
end frame of the sequence. Therefore, we also know the length of the unfolded sequence.
So we can just unfold the coincidences of the given sequence until the result reaches the
desired length. Details can be found in algorithm A.18 on page 76.

5.6. Graphical User Interface

We implemented a comprehensive graphical user interface to allow quick configuration
and testing of different networks and batches. Its four main components can be seen in
figure 5.6 marked with different colors. The “Node View” (green) displays the network as a
tree, showing the names of the nodes, their type and their state. It provides functionality
to add and remove nodes, sensors, sensor links and filters. Furthermore, networks can
be loaded and saved easily. The “Batch View” (cyan) provides similar functionality to
edit batches. Here batches can be load, saved, created and deleted. Moreover it provides
a possibility to run individual batches or groups of batches using their different modes
of execution. That way it is possible to step through the execution and watch exactly
what happens within the nodes. Within the “Component View” (red) details about the
currently selected component are displayed. It furthermore offers the option to modify
the type and the parameters of that component. Finally, all the logging messages can be
seen, sorted and filtered using the “Log View” (blue).
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Figure 5.6.: Screenshot of the graphical user interface. The four main components are:
Node View (green), Batch View (cyan), Component View (red) and Log View
(blue).
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6. Results

In this chapter, evaluation results on artificial data for our Algorithms are presented. We
start by introducing the hierarchical data sets that we generated for the testing. Then,
we show results for unmodified HTMs highlighting the problems they have with this
data. We then proceed to show that our algorithms work as expected. We examine their
performance in three different ways and study both their advantages and problems. The
chapter is concluded by a comparison to the results of conditional random fields and
hidden Markov models using our data sets.

6.1. Artificial Hierarchical Data

As testing data, we generated integer sequences that carry various levels of hierarchical
structure. The data is designed to be quickly assessable for testing while still covering
the main challenges this work is up to.

The data was generated level-wise as follows. First, we use a simple alphabet of integers
to assemble a number of sequences which are allowed to differ in length, the so-called
blocks of the first level. The next level is generated using the set of level one blocks as an
alphabet by concatenating them and thereby constituting longer sequences. This process
is repeated several times until, finally, several instances of the highest-level blocks are
concatenated in a random order to form a single, long sequence that builds the data file.
Thereby, the generation of each level is governed by four parameters:

1. The alphabet size to be used.

2. The minimum length of each block.
3. The mazimum length of each block.
4. The number of blocks.

These parameters and the number of levels determine the properties of every data set.
Also, they are the same for all levels, thus forcing the alphabet size to be equal to the
number of blocks (because the blocks of each level form the alphabet of the next level).

For each level an additional category-file is generated with the same length as the data
file. The following example will illustrate the concept.
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6.1.1. The ABC Data Set

This first generated data set will serve as both a test case for our algorithms and an
illustration of the process of data generation. It only consists of a single data file, created
with the following parameters:

1. An alphabet size of 3.

2. A minimum length of 3.
3. A maximum length of 3.
4. 3 blocks per level.

5. And 4 levels.

For illustrative purposes, we will use different alphabets for every level instead of using
only integers as is the case with actual implementation:

¥ ={A,B,C}, ¥y =11,2,3}, Y3 ={a, 0,7} and ¥4 = {2,B,C}.

With these alphabets we can now generate the blocks. Notice that the blocks are all
built using the same scheme:

level 1: ABC, BBA and CAC.
— ~

[\
w

1
level 2: 123
<=
e B
level 3: afy, BBa and yary.
A

B
level 4: ABE, BBYA and CAC.
=~ =~
11 111
For example, we find that the following sequence of 27 symbols corresponds to the level 3

block :
ABC BBACAC BBABBAABCCAC ABCCAC
e T e e~

2 3 2 2 1 3 1 3
« B Y
A

The corresponding category files are:

data-flee A B C B B A C A C B B A B B A A B C C
level1: 1 1 1 2 2 2 3 3 3 2 2 2 2 2 2 1 1 1 3
level 22 o o o o a o a« a o B B 6 B B B L B B v
level 3: A A A A A A A A A A A A A A A A A A A
level4: T T T T T T T T T T T 1T T T T T T T 1

Hence, we have four different classification tasks for this data file.
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6.1.2. Random Data Sets

Using the above explained procedure, we generated four different data sets. Each one
with a different set of parameters and otherwise completely random. This means that
every block was generated drawing symbols randomly from the corresponding alphabet
using an equal distribution. Furthermore, the length was also chosen randomly within
the given range.

Because no other restrictions apart from the specified parameters apply, the resulting
sequences can contain several difficulties with respect to classification:

1. All the blocks might start with a common prefix or end with a common suffix. This
would affect the detection of the transitions.

2. Two blocks might be completely equal, thus distinction would be possible only by
context.

3. Some symbols might appear much more frequent than others. Therefore, the
uncommon ones would be harder to learn because less examples would exist.

To counter these problems, 20 different data files were created for every set of parameters.
As we will see, their difficulty w.r.t. the classification task differs heavily yielding a
high variance in some of the presented results. In the following, all four data sets are
briefly described. They are numbered following the scheme minLength, maxLength,
alphabetSize and levels:

Data Set 3334 Using the same parameters as the ABC data set!, an average accuracy
of 33.3 % for this data set could already be achieved by guessing. It is a small and easy
data set in order to perform quick tests.

Data Set 3364 The alphabet size is raised to 6 with this data set. All the other parameters
stay the same as with the previous one. This means, there is a bigger number of classes
to distinguish from each other. So the accuracy with a trivial guessing approach drops to
16.6 %. Also, the final sequence is made twice as long to produce a comparable number
of examples per class label.

Data Set 3684 For this data set the maximum length is set to 6, thus allowing blocks of
length 3, 4, 5 and 6. Also, the alphabet size is further increased to a value of 8. With
those parameters, this data set offers a bigger complexity for the classification task. It
is designed to test the block separation. Here, pure guessing would yield an average
accuracy of only 12.5 %.

Data Set 3984 The maximum block length is even further increased to a value of 9 while
the other parameters are the same as with the former data set. The guessing accuracy
still amounts to 12.5 % on average but the classification is more difficult because of the
big variation within block lengths.

'That is: alphabet size of 3, minimum and mazimum length of 3, and 4 levels.
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maxCoincidences = 27

maxGroups =3

)
l ” ” l maxCoincidences = 27

ABCBBACACBBA..
windowSize =9 \UstepSize =1

Figure 6.1.: The NuPIC network with two layers used for the experiments. The sequence
is shown as a string of As,Bs and Cs at the bottom.

6.1.3. Assumptions

Let us briefly verify that this data set fulfills the assumptions we discussed in subsec-
tion 4.1.3 on page 14. Clearly, the ordering of the symbols carries the semantics, so the
data is certainly of sequential nature. It is also hierarchically structured in time because
we generated it in a hierarchical way. The spatial dimension of the data is very low
because we got only one value per time step. But as far as the assumption are concerned,
we can say that it has a very primitive spatial hierarchy consisting of only one part.
Finally, we have to check whether or not the classification lines up with the hierarchical
structure. This is trivially true because we chose the classification to be identifying the
hierarchical components (blocks) of a certain level. Hence, all the requirements are met.

6.2. NuPIC Results

We will use the Numenta Platform for Intelligent Computing (NuPIC) to set up a simple
network for our data sets in order to prove the problems asserted in section 2.5 on page 7
and to have a base line for our own results later.

The nodes from the NuPIC platform are not directly capable of sequence classification.
Therefore, we have to apply some transformation to make it a “regular” classification task.
The most simple possibility is to have a fixed-sized window move over the sequence. At
every step, the whole content of the window serves as input for the network. We therefore
set up a network with two layers as in figure 6.1. The bottom layer consists of three nodes,
each one receives three symbols at once, for a total window size of 9 symbols. On top of
them, there is a supervised mapper node which additionally receives the category labels.
The associated categories are the ones associated with the first symbol of each window.

The network is trained and tested with all 20 data files of each data set. We measure
classification accuracy for each of the four category levels, that is the number of correctly
guessed labels divided by the total number of labels. The results can be seen in figures
6.2 and 6.3 or as an overview in table 6.1 on page 64. Each of the plots indicates the
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average accuracy for every level by a light blue colored bar, whereas the results for the 20
individual files are shown as black dots with gray lines connecting the ones that belong
to the same data file.

Looking at the results, we observe that, for all data sets, the accuracy is relatively high
for the first level while it drops quickly for higher levels. This is especially true for the
more complex data sets. For the higher levels of the third and forth data set, accuracy is
very low. This does not come as a surprise because the higher level blocks exceed the size
of the window. It thus becomes hard for the network to distinguish them. This could be
compensated by increasing the window size. But this leads to other problems. We would
have to add more nodes or else the receptive field of every node would grow leading to
an exponential increase in possible coincidences. The same holds true for the next layer.
If the top-node was to map a large number of nodes onto class labels, it would be very
prone to overfitting because a lot more different combinations are possible. So we would
have to add more layers even though experiments have shown this to yield bad results.
Therefore, this approach is not a good option.

Furthermore, we can see that the variance is highest for the 3334 data set and quite low
for the more complex data sets. This is a bit surprising, as for the 3684 and 3984 data
sets there is the additional variance of block length within the data. Seemingly, this is
more than compensated by the bigger alphabet size. With a bigger alphabet, the blocks
become more distinct on average and very similar blocks become unlikely.

It should also be noted that the results are very fragile with respect to parameters. If,
for example, the maxzGroups parameter is increased from 3 to 6, the average accuracies of
82.2 % and 77.9 % for the first two levels of the 3364 data set drop to 67.4 % and 63.0 %.

6.3. Predictions

We start the evaluation of our work by studying the predictions made by the new sequencer
node, as they are an integral part of the new algorithms. Our concerns will be if the
predictions are valid, how they react to noisy input, if they are able to support the spatial
pooler and how they are influenced by the higher levels.

6.3.1. Measuring Predictions
A common measure for the quality of a prediction is the average log-loss. 1t is defined as:

x|

~

1 A
U(P,x) = i ZlogZ P(zi|zy. .. xiz1).
i=1

Thereby P is the conditional probability distribution generated by the predictor and x is
the test sequence. The result of ¢ will be zero if the prediction is always 1 for the right
symbol. On the other extreme, it will be infinite if the prediction for any of the symbols
is 0.

In the following, we apply the average log-loss to predictions under uncertainty. We
use the ABC data set which is encoded as either 0, 1 or 2 (A, B or C) to which we add

46



6.3. Predictions

Accuracy

2
Category Level

(a) Data set 3334

1.0

0.8

Accuracy
o
=y
T

<
'S

02}F

0.0

Category Level

(b) Data set 3364

Figure 6.2.: Results for NuPIC network from figure 6.1 on page 45.
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Figure 6.3.: More results for NuPIC network from figure 6.1.
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Figure 6.4.: Probability density function for the noisy ABC data.

different amounts of Gaussian noise with a mean of 0 and a standard deviation o between
0 and 2. The resulting probability density functions are shown in figure 6.4. Note that
even with a standard deviation of o = 1, one cannot tell apart the three values anymore
by looking only at the summed distribution. Reasonable real-data noises will probably be
in the area ¢ < 0.5. So for all the following plots, the interesting part will be the range
between 0 and 0.5.

We then take the most straightforward network consisting of only one spatial pooler
and one sequencer on top and train it using noiseless data. The trained “network” is then
tested on the noisy data. Thereby, the sigma parameter of the spatial pooler is always
adjusted to the sigma of the noise. The average log-loss of the equal distribution (which
corresponds to pure guessing) is log, % ~ 1.6. So we want the log-loss of our predictions
to stay below this value. The results for Markov-order 1 to 4 predictions can be seen in
figure 6.5.

We can conclude that the average log-loss starts quite low and as the noise increases,
all of the results approach the value of 1.6 but do not pass it. This tells us that the
predictions made by the sequencer are always better than pure guesses. It is also clear that
predictions cannot be much better for very high noise because the context the predictions
are based on is very uncertain (And making bold guesses about the context does not work
out as can be seen in figure 4.6 on page 20.).

Furthermore, we notice that higher orders yield better predictions and that the difference
between them vanishes as the noise increases?. This is also exactly what we had predicted
S0, to sum up, this shows that the predictions are working as expected and that they can
also cope with uncertainties in a reasonable way.

2Tt is an interesting feature that the line for order 1 crosses those of orders 2 and 3 at about 0.8 and
1.4 respectively. So for very noisy data it is slightly better than the other two. We have no good
explanation for this but it could be due to a precision problem.
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Figure 6.5.: Average log-loss of the prediction utilizing different orders for the VOMM
predictor.

6.3.2. Impact of Feedback on Spatial Pooling

Next, we want to verify that the prediction as feedback is able to support the spatial
pooler by disambiguating its input. We slightly change the setup, in a way that the
log-loss is now determined with respect to the coincidence distribution y calculated by the
spatial pooler. Recall from section 5.5.1 that the calculation of y includes the feedback.
The results can be seen in figure 6.6.

The average log-loss now starts with zero for all curves. This is because in the noiseless
case the spatial pooler has no uncertainty whatsoever about the current symbol. As the
noise increases, the curves spread out. The average log-loss is then highest for the network
without any prediction and lowest for the order of 4. Again, the curves approach (even
though much slower) the guessing line but do not cross it. This observation confirms
our hypothesis that feedback can significantly improve the performance of the spatial
classifier. For the region around ¢ = 0.5, the improvement is more than a third of the
average log-loss. If the alphabet size was much higher, that effect would probably be even
more significant.

6.3.3. Multilayer Predictions

Finally, we add further layers to our network to study their impact on the predictions.
The resulting “hierarchy” will be a single straight line because we only have one input
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Figure 6.6.: Average log-loss of the coincidence-distribution calculated by the spatial
pooler with different orders of supporting predictions and also without.
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Figure 6.7.: Three-layered network used for measuring the effect of multiple layers upon
prediction.
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Figure 6.8.: Effect of multiple layers of predictors on the average log-loss of the prediction.
The order of the predictors is k = 2 for every layer.

value (compare figure 6.7). We expect to see a slight improvement for every layer that is

added.

Figure 6.8 shows the results for 1 to 4 layers each with a Markov-order of £ = 2. In the
low-noise area we can see that additional layers improve performance as expected. Also
note that the advance is quite significant: If we compare this plot to figure 6.5, we notice
that two layers with an order of 2 each already excel one layer with order 3. Likewise,
three layers yield better predictions than one layer with an order of 4. However, as the
noise increases, the gain quickly turns into a loss. Between ¢ = 0.3 and o = 0.4 the
results turn upside down completely. From thereon, the four-layered network is by far
the worst while the single-layered network is the only one not to pass the line of guessing.

To understand the reason for this inversion, we have to consider the implication the
noise has on the feed-forward data. The problem is that the noise not only disrupts
the context for the prediction but also leads to disturbances with the timing of the
feed-forward data. This means that the sequencer will send data upwards more often
because the prediction entropy will pass the threshold more frequently. The layer on top
then receives data with temporal noise in addition to the spatial noise from the input
data. This result is clearly a sign that our algorithms are not robust enough against
temporal noise.

The problem is less significant if training is done on the noisy data. Then, the higher
levels rely less on the structure and generally make weaker predictions. Figure 6.9
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Figure 6.9.: Comparison of training with clean and with noisy data for a three-layered
network with k = 3.

compares the results of training on clean data with those of training on the noisy data
for a network with three layers and k = 3. Clearly, the value for ¢ = 0.2 is an outlier,
while the results starting with ¢ = 0.5 show significant improvement.

6.4. Top-Node Classification

In the following, we will study the actual classification capabilities of our work. To this
end, we build a network with a supervised mapper node on top (compare left side of
figure 6.10). This component is from the Numenta framework and is also the way NuPIC
networks perform classification. In every frame, it receives a category label in addition to
the regular feed-forward data. Its task is to find a good mapping from the feed-forward
data to the corresponding class label. This task can be performed by counting how
many times each winning pattern of the feed-forward data coincides with each class label.
During inference, the class label associated to the currently seen pattern most frequently
is chosen and compared to the actual class label to compute the accuracy. The supervised
mapper component is explained in detail in section 5.4.4 on page 38.

Unfortunately, this does not work for our algorithms because the top node usually does
not receive feed-forward data every time frame (compare figure 6.10). So the relation
between input data and class labels cannot be a one-to-one mapping. To solve this
problem, we extend the supervised mapper, so that it caches all the intermediate class
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Figure 6.10.: Conceptual visualization of classification using a top node. The network
is shown on the left. The rest represents the entropy over time as well as
feed-forward timings.

labels. Every time it receives feed-forward data, it is mapped to all of the cached categories.
With this configuration, we can now test our algorithms on the generated data sets.

Some results for the 3364 data set are shown in figure 6.11, the rest is summarized in
table 6.1. The networks used have one, two and three layers and a supervised mapper
layer on top of that. All the predictors use an order of £k = 3. We can see that each
result is reasonably good for only one particular level while it is worse for all the others.
This correlation is due to the feed-forward data timing of the network and the supervised
mapper which can only map data to blocks of class labels whose size depends on the timing
of the feed-forward data. To produce a good mapping, the induced blocks of category
data have to coincide with the actual blocks. In other words, the level of abstraction
has to match. If the top node receives data that corresponds to level 3 blocks, then they
will neither be mappable to level 2 nor to level 4 blocks, at least not without a loss of
accuracy. This is exactly what can be seen in figure 6.11. In order to get rid of this
limitation, we will take another approach which is classification through reconstruction.

But before, we want to discuss the implications of these results. Consider the fact that
the number of layers correlate to the level the network is particularly good at. This shows
that at the higher levels more abstract concepts are formed. We can tell that because
we know, that the supervised mapper will only achieve good accuracies if the size of the
category blocks matches the feed-forward timing. So, this particular accuracy distribution
tells us what level of abstraction the formed concepts match best. And this level, as we
can see, increases with the number of layers. This is the behavior we were looking for
because it clearly shows that the temporal hierarchy works in the desired way.
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Figure 6.11.: Classification accuracies for the 3364 data set using a network with one, two,
and three layers and a supervised mapper on top. All orders k equal to 3.
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6.5. Classification through Reconstruction

As we have seen, the main problem with a top-node-based classification is that the grouping
done by the network has to match the actual blocks of class labels very well. Otherwise,
the top-node will not be able to find a good mapping. But consider a network that creates
a higher level of abstraction than the class labels require. Using speech recognition as an
illustration once more, this would correspond to a network that recognizes whole words,
while the task is to classify syllables. In this case, the top-node will struggle, because
most words consist of two or more syllables and, therefore, a one-to-one mapping of
the words to the syllables is impossible. But obviously, the required information has
already been recognized by the network (given the word was correctly classified). The only
problem about it is that the syllables are considered details (because they are sufficiently
predictable) and are therefore not passed upwards, so they do not reach the top node.
By extracting that “hidden” information, that is possibly spread throughout the whole
network, we could solve the problem and achieve much better results.

This is where the concept of unfolding comes in (see section 4.7 on page 25). The
idea is to combine the input data and the class labels and feed both into the bottom
layer at training time. In doing so the network is allowed to build a joint model of class
labels and input data. To perform classification, we then leave the class labels away. The
network will select the interpretation that it considers to match best, basically treating
the missing labels as a form of noise. Thereby, it implicitly fills in the missing category
information. So all we have to do is to unfold the high level concepts, the top node of the
network emits, back into the corresponding stream of input data. This will then contain
the desired category information.

Some of the results for this approach can be seen in figures 6.12 and 6.13. Despite the
fact that they stem from one-layered networks, the results are almost perfect for the low
levels. The accuracy for the first level is around 95 %, even for the complex data sets.
Also for the lower levels, they outperform all of the previous results by far. This shows
the impact of the mapping problem.

However, an interesting fact to mention is that this approach is obviously more prone
to complete failures. For example, in figure 6.12b) a few results have an accuracy of
about 0 % although the average is quite good. Such outliers occur if for some reason
the network chooses the wrong interpretation of the “noisy” data. The beginning was
probably highly ambiguous and the right interpretation was slightly less likely than some
other. In this case, the network will, through feedback, strengthen its own model and
stick to it forever. Hence the reconstructed class labels can all be wrong due to one fatal
error in the beginning.

If we start adding additional layers to our reconstruction network, another effect cuts
in. If we compare the results for two layers with those for only one layer (see table 6.2 on
page 65), we can see a significant drop in accuracy for most cases. The reason for this
is the same as with the multi-layer predictions (compare section 6.3.3 on page 50). As
soon as the noise exceeds a certain value, the negative effects increase each other. The
purely spatial noise also triggers a temporal noise due to our feed-forward strategy and
soon the predictions are completely useless. The same effect cuts in here because from
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Figure 6.12.: Results for the unfolding approach. In both cases a one-layer network with

a Markov-order of 3 is used.
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Figure 6.13.: Results for the unfolding approach. In both cases a one-layer network with
a Markov-order of 2 is used.
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the perspective of the network, missing class labels are nothing but noise. Unfortunately,
they correspond to quite a big amount of noise, so that the results are useless.

So we have seen that for the lower levels this approach provides nearly perfect results.
For the higher levels, the results are still quite good compared to the other results. But,
due to the temporal noise problem, we were not able to build an effective multi-layer
reconstruction network.

6.6. Comparison

In this last section, we want to present some results for conditional random fields (CRF)
and hidden Markov models (HMM), two well-known methods for sequence learning. For
this, we used the MAchine Learning for LanguagE Toolkit (MALLET) which supports
both CRFs and HMMs. For the tests, we converted our data sets into the required format
and ran the software with its default settings. The results can be seen in figures 6.14,
6.15, 6.16 and 6.17. You can also see an overview in table 6.3.

Surprisingly, their results are quite bad. Even for the easiest cases, they only just touch
the 66 % accuracy. Most of the time, the results stay between 30 % and 50 %. This might
be a result of the fact that both methods only consider first order dependencies. However,
it clearly shows that the data sets we generated are not easy to solve.
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6. Results
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Figure 6.14.: Results for our data sets using Conditional Random Fields.
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6.6. Comparison
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Figure 6.15.: Results for our data sets using Conditional Random Fields continued.
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Figure 6.16.: Results for our data sets using Hidden Markov Models.
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6.6. Comparison
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Figure 6.17.: Results for our data sets using Hidden Markov Models continued.
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6. Results

Accuracy in %

Data set Level NuPIC 1 Layer 2 Layers 3 Layers

3334 1 89,7 72,8 63,2 61,3
2 74,7 62,8 63,8 63,5
3 63,5 56,8 60,8 64,4
4 57,2 55,2 54,9 57,9
3364 1 82,2 72,2 53,0 42.1
2 77,9 56,9 68,4 58,0
3 56,1 38,1 50,1 61,1
4 36,8 30,6 36,4 45,3
3684 1 780 84,8 54,4 41,2
2 68,5 45,7 71,0 66,1
3 39,7 30,2 41,6 53,0
4 26,6 24,1 27 4 31,7
3984 1 69,2 82,4 61,6 42,7
2 66,5 43,0 61,7 65,7
3 40,1 27,2 32,5 44,7
4 29,6 25,8 26,6 28,4

Table 6.1.: Overview comparing the NuPIC Results to those created by a network with
one, two and three layers and a supervised mapper on top. All orders k for
that network equal to 3.
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6.6. Comparison

Accuracy in %

Dataset Level NuPIC O1 011 O111 02 022 0222 03 033

3334 1 89,7 81,8 66,5 66,5 90,3 87,6 60,5 93,9 91,7
2 747 702 48,6 48,6 73,0 735 46,1 77,7 719
3 63,5 559 34,7 347 51,6 41,0 41,3 554 494
4 57,2 57,3 437 43,7 457 392 331 520 34,3
3364 1 82,2 822 362 362 941 90,1 256 97,2 933
2 779 744 374 374 785 720 278 79,5 72,7
3 56,1 498 32,6 32,6 60,2 464 228 60,5 443
4 36,8 42,3 24,6 246 449 364 251 45,7 291
3684 1 780 87,7 749 32,1 96,4 * * * *
2 68,5 796 60,4 280 84,6 * * * *
3 39,7 49,1 332 231 478 % * * *
4 26,6 31,2 221 275 251 % * * *
3984 1 69,2 886 79,1 322 950 * * * *
2 66,5 69,7 426 255 67,2 % * * *
3 40,1 40,3 29,9 20,9 354 @ * * * *
4 29,6 284 241 242 216 * * * *

Table 6.2.: Overview comparing the NuPIC Results to those created by a network with
one, two and three layers unfolding the class-labels. The stars indicate tests
that could not be finished in time.
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6. Results

66

Accuracy in %

Data set Level NuPIC CRF HMM SM 0333 Unfolding O2
3334 1 89,7 65,6 67,2 61,3 90,3
2 74,7 494 52,6 63,5 73,0
3 63,5 54,9 56,0 64,4 51,6
4 57,2 53,4 53,7 57,9 45,7
3364 1 82,2 54,2 56,4 42,1 94,1
2 779 40,5 43,0 58,0 78,5
3 56,1 294 31,9 61,1 60,2
4 36,8 27,7 28,8 45,3 449
3684 1 78,9 43,6 46,2 41,2 96,4
2 68,5 24,5 29,8 66,1 84,6
3 39,7 24,7 25,3 53,0 47,8
4 26,6 224 22,8 31,7 25,1
3984 1 69,2 35,6 41,5 42,7 95,0
2 66,5 24,6 29,9 65,7 67,2
3 40,1 23,9 24,3 44,7 35,4
4 29,6 254 25,7 28,4 21,6

Table 6.3.: Comparison of one representative per method.



7. Conclusion and Perspective

This thesis has shown how to extend the HT'M technology in order to improve its sequence
classification capabilities. This has been achieved. We have created the Sequencer, a
component that replaces Numenta’s temporal pooler. Unlike the latter it is able to do
sequence learning and to make predictions about the next pattern. We integrated it into
the HTM framework and added a feedback mechanism to enhance the collaboration with
the spatial pooler. Furthermore, we implemented pattern unfolding, a technique for data
reconstruction and noise removal. Finally, we evaluated our work using artificial data sets
and compared the results to those of unmodified HTMs using a window, hidden Markov
models and conditional random fields.

We were able to show that our concepts work as expected. We have demonstrated
the positive effect feedback in the form of predictions has on the recognition of spatial
patterns. Moreover, we showed that a deeper hierarchy can further increase that positive
effect, as long as the noise stays below a certain threshold. We utilized two different
approaches to sequence classification: top-node based classification and classification
through reconstruction. Both were able to outperform conditional random fields and
hidden Markov models, and, in many cases, also showed a significant increase over unmod-
ified HTMs utilizing a small window. The evaluation also revealed some weaknesses of our
algorithms. In particular the problems of the sequencer in dealing with temporal noise
are quite profound as they also limit the performance of classification by reconstruction.

In addition to the empirical results, we believe that this thesis has provided a general
method to strengthen the cooperation of spatial and temporal learning algorithms. The
topic of this thesis was chosen to have a good starting point for the exploration of this
complex issue and the main achievements of this work are the abstract concepts and
implications of our results. We want to specifically point them out here:

First of all, we have shown a way to use a feedback mechanism to have temporal
inference support spatial inference, the operability of which does not depend on specific
methods. Any unsupervised classification algorithm that is able to output a distribution
over the learned classes can be used. Likewise any sequence learning algorithm that is
able to make predictions about the next symbol is suitable. This means that this kind of
cooperation is applicable to a wide range of problems.

Furthermore, we provided some insights about the process of modeling a temporal
hierarchy which is complementary to the spatial hierarchy already modeled by HT'Ms. In
our opinion, the combination of those two is a key concept. Because, if we were able to
split our problem hierarchically, both in space and time, then we can apply our pair of
methods to the smaller sub-problems. That way the cooperation takes place at this much
smaller scale, which will presumably increase the positive effects.
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7. Conclusion and Perspective

We found that it was necessary, in order to build a temporal hierarchy, to adjust the
partitioning of the sequence to the actual data. Otherwise we would not be able to create
an efficient model. Moreover we presented a way to find reasonable partitions using only
the predictions of the sequence learner. Notice that again the concept is not dependent
on any specific sequence learning algorithm. In our case we used an implementation of
the prediction by partial match algorithm, but we could just as well have used any other
sequence learning algorithm. As long as it can be trained unsupervised and it provides
reasonable predictions based on a (small) context, the method applies.

We also discovered an important problems related to this approach: It is fragile to
temporal noise. Unfortunately we did not have the time to study this in detail. Therefore
it will be left for future work to figure out ways to fix this problem.

So in summary, we were able to take the first steps towards a framework which closely
combines spatial and temporal inference. But obviously this goal is far to ambitious
for a thesis like this. Therefore it is clear that many things remain, we did not cover.
For example, we did not have a real spatial hierarchy because our sequences consisted
of single integers only. Thus, we could not examine the interplay between a spatial
and a temporal hierarchy. This would probably be both very interesting and also quite
difficult to study. It would require a very careful setup and thorough testing, to pin-point
occurring problems. Also synchronization of different nodes would become an issue. In
our one line hierarchy every node had exactly one child. Therefore the case that some of
the children sent feed-forward data, while others did not, could never occur. But if we ran
a network with a “real” hierarchical structure, we would have to deal with this situation.

Another interesting issue would be to also apply the cooperation of spatial and temporal
methods at training time. If the noise-reduction effect we observed during inference
transfers to training time, the internal models of both methods could be built upon
much cleaner data. Possibly, this would also lead to a facility for online-learning. Future
investigation should, furthermore, focus on optimizing the run-time and evaluating the
practical applicability as, at the moment, we only anticipate the success of this approach
for real data.

We hope to explore these exciting problems in the future. So far, we only scratched
the surface, but in our opinion joint inference will eventually lead to a new generation of
machine learning methods which will be able to perform complicated classification tasks
that are intractable at the moment.
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A. Algorithms

A.l. Original HTM

Algorithm A.1l: BottomSpatialPooler training

Data: input vector x € R"

begin

novelCoincidence <+ true

forall c € C do // iterate over all coincidences
if ||x — c||2 < minDistance then // compare to input

novelCoincidence «— false
break

[= I B NV N

~

if novelCoincidence A (|C| < mazxCoincidences) then

8 LC<—CU{X}

9 end

Algorithm A.2: BottomSpatialPooler inference

Data: input vector x € R"

1 begin
2 sum < 0
3 for i — 1 to |C| do // iterate over all coincidences
4 d — ||x — ci||2 // calculate distance
5 Yi — \/ﬁ . 620% // calculate Gauss-function
6 sum <«— sum + y;
for i =1 to |C| do // normalize distribution
Yi < Sum
9 return y
10 end
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A. Algorithms

Algorithm A.3: MidSpatialPoolerNode preprocessing for training

Data: input vectors x!,x2,...,x™ one from each child

1 begin

2 for i — 1 to m do // iterate over the parts of the input data.

3 winnerIndex «— argmaxj(xé») // determine biggest value

4 for j — 1 to |x‘| do // set all values to zero

5 L xz- «— 0.0

6 xfﬂmneﬂndex — 1.0 // set the winning component to one
X—x'ox?@.--px" // concatenate the parts
return x

9 end

Algorithm A.4: MidSpatialPoolerNode inference

Data: input vector x € R"

1 begin

2 sum <0

3 for i — 1 to |C| do // iterate over all coincidences
4 a«—XxX-¢; // multiply input data with coincidence
5 if poolingType = SUM then

6 L Yi < Z?:l a;

7 else if poolingType = PRODUCT then

8 L Yi H?:l aj

9 | sum < sum + Y;

10 for i =1 to |C| do // normalize distribution
11 L y; — L

12 return y

13 end

Algorithm A.5: TemporalPoolerNode training

/* Maintain the transition matrix
Data: coincidence probability distribution y € RI!
1 begin

2 w < arg max; y;

3 if wyg > 0 then

4 L T[weiq, w] < T[werg, w] + 1
5 Wold < W

6 end

*/
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A.1. Original HT'M

Algorithm A.6: TemporalPoolerNode temporal grouping

10
11
12
13
14

15

/* Temporal grouping algorithm used by the TemporalPoolerNode */
Data: Transition matrix T
begin
for i — 1 to |C| do // normalize transition matrix
colsum < 0
for j — 1 to |C| do
colsum «— colsum + T[j, ]
for j — 1 to |C| do
o iy
| Tl -

colsum

for i — 1 to |C| do // initialize the groups
| g —{i}

G —{91,92,---,9c|}
while |G| > maxzGroups do // merge groups until maxGroups is reached

A

i,] < arg maxide{lwﬂg‘}(Connectivity(gi, g5, T))

gi < g; U gj
G<—G\gj

end

Algorithm A.7: TemporalPoolerNode connectivity

1
2

3
4

5

/* calculate connectivity between two groups */
Data: groups g; and go, normalized transition matrix T
begin

n—|gi| + gl

m < IaXicg,jego (maX(T[iv.ﬂv T[]? ’L]))

return

n

end

Algorithm A.8: TemporalPoolerNode inference

1
2
3

4
5

/* calculate the feed-forward data of the temporal pooler */
Data: coincidence probability distribution y € RI°!
begin
for i — 1 to |G| do
; — MaXjeg, (¢))
return x
end

71



A. Algorithms

Algorithm A.9: SupervisedMapperNode training

/* Maintain the mapping table
Data: coincidence probability distribution y € Rl and class label ¢ € N
1 begin
w < arg max; y;
Mw, ¢] «— Mw, ] + 1
end

W N

Algorithm A.10: SupervisedMapperNode inference

/* Determine the best class label
Data: coincidence probability distribution y € RI!
1 begin
2 W «— argmax; y;
3 ¢ — argmax; M[w, i]
4 return c
5 end

A.2. Improved Algorithms

Algorithm A.11: QSpatialPoolerNode prepareFeedback

/* Translate the feedback

Data: coincidence probability distribution 4 € RIC!
1 begin
2 for i — 1 to |C| do
3 L T T+ C Y

4 T, T, ..y Ty, — Split(m)
5 return my,mwo, ..., Ty
6 end
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A.2. Improved Algorithms

Algorithm A.12: QSpatialPoolerNode split

(= B B VU

10

/* Split a pattern distribution into one part per child. */
Data: pattern distribution p € R
begin
start «— 1
for i — 1 to m do
for j — 0 to |x;| — 1 do
Ti,j = Pstart+j
start «— start + 1

for i — 1 to m do // normalize the parts
s

L T
RN
L 22521 T

return my, mwo, ..., Ty,

end

Algorithm A.13: QSpatialPoolerNode unfold

N O

/* unfold given coincidence */
Data: coincidence index i, € N and timestamp t

begin

T, T, ..., Tm < split(c;,)

channels — {}

for i — 1 to m do

L channels < channels U child;.unfold(arg maxljg (mij),t)

return channels

end

Algorithm A.14: QSequencerNode train

1

2
3
4
5

/* train PPM predictor and store winner sequence */
Data: input data y € RIC]|
begin
w  argmaxl(y))
seq < seq b w
PPM.train(w)
end
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A.

Algorithms

Algorithm A.15: QSequencerNode switchTolnference

© o N o

10
11
12
13
14

15
16

/* split training sequence into */
Data: training sequence seq and trained predictor PPM
begin
for i — 1 to m do // create the prediction entropy sequence
context «— [seq;_, S€qi—k+1, - - - , S€qi]
p < PPM.predict(context)

H; « —'E:?il(Pj'lognﬂl%J

H|
Z"=1 H;
Havg — 1|H\

S —{}
b—1
for i — 1 to m do // form sequences
if H; > Hyyy then
Snew = [SeQb, S€qp+1, - - - 56(]b+k—1]
S — SU{Snew}
b—i+1

return S
end
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A.2. Improved Algorithms

Algorithm A.16: QSequencerNode prepareFeedForwardData

10
11
12

13

14

15
16

/* maintain short-term memory and prepare feed-forward data if entropy

is high */
Data: coincidence probability distribution y* € RICI
begin
STM «— STM & y'
if (J]STM]| > k) A (b > 1) then // remove unnecessary memories
Geut < min(|STM| — k, b)
STM «— STM.subsequence(icyu, | STM]|)
b—b—icut
if entropy > H,yy then // if new sequence starts
L divisionM emory «— divisionMemory @t
p < PPM.predict(STM.subsequence(|]STM| — k, |STM]))
entropy «— — Z‘jp:'l(pj -logp P5)
if entropy > H,yy then // if next symbol is uncertain
for i — 1 to |S| do // calculate sequence distribution
| o T1 STMp + i - 1,
b—|STM|+1
return x
end

Algorithm A.17: QSequencerNode prepareFeedback

[VUR VR

N O ok

o]

10
11

/* prepare the feedback */
Data: sometimes receives feeback 7 from parent

begin

if entropy <= Hgyy then // if entropy is high return prediction
L return p

else // otherwise translate feedback from parent
for i — 1 to |S| do
L symbol «— s; 1

wsymbol — ’(/}symbol + m;
PONARY . ) X .
P — | // normalize distribution

return v

end
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A.

Algorithms

Algorithm A.18: QSequencerNode unfold

10
11

12
13

/* unfold given sequence */
Data: sequence index is € N and timestamp t

begin

unfOldLength — mintendedivisionMemory (tend > t)

channels — {}

Je1

tstart <t

while |channelsi| < unfoldLength do // while unfoldLength not reached
ch « child.unfold(s;, ;, tstart) // unfold coincidences
for j < 1 to |channels| do // and append channels

L channels; < channels; ® ch;
J—J+1
B tstart < Cstart + ’Ch1’

return channels

end
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B. Nomenclature

1,(j) Indicator function which is 1 if ¢ = j and 0 otherwise

T Transition matrix used by the Temporal Pooler. T = (T;;) € M(|C|, |C|)

x! Both, the feed-forward data of the Sequencer, and the input data of the parent
Spatial Pooler. Can also be the input data for the bottom-layer. x* € RIS!

S Set of sequences of the current sequencer node. S €

o Standard deviation of the normal distribution used by the Spatial Pooler. o € R

H(A) Entropy of discrete random variable A.

k Order of the Markov-Model. k € N

mazxCoincidences Parameter of the Spatial Pooler. |C| < maxCoincidences
maxDistance Parameter of the Spatial Pooler

maxGroups Parameter of the Temporal Pooler. |G| < maxGroups

N;;  The j-th node of the i-th layer.

P(A) Probability for event A.

wt, Feedback from the Spatial Pooler to the m-th child at timestep ¢

Pt Feedback from the Sequencer to it’s child at timestep ¢.

C Set of stored coincidences. C € 2R"
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B. Nomenclature

L1
t
L2
. 7Tt =
ot
o Sequencer
set of sequences S = {s,,s,,...,Ss}
, with sequences s; = 8,5, - - . SW
’
Y2
t t
: =Y P =
t
Yie :
Spatial Pooler

set of coincidences C = {c,,¢,,...,Ci¢}

with coincidences ¢; = ¢; ;¢; ,

a4

X1

o o C’L,|C,L|

Figure B.1.: Overview over the used notation.
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