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Introduction

This paper is about generating questions in human-
robot interaction. Robots need to deal with uncertain
or incomplete input about the environment. They can
thus benefit from interacting with humans to acquire
information. Achieving transparency is crucial for this
to succeed Thomaz (2006). Robots and humans under-
stand the world differently. When asking a question,
a robot needs to say or otherwise signal enough about
its belief state and intentions, for the human to clearly
understand what it is after.

The central thesis we explore here is that trans-
parency of question content, which finds its ex-
pression in varying surface form and intonation,
can be explained from the combination of social
commitment and intentionality, and how these are
grounded in a robot’s situation awareness.

In the first part of the paper we survey existing work
on the forms and meanings of questions in English. We
concentrate on the issue of how besides eliciting infor-
mation from the hearer, a question can simultaneously
offer a window into the speaker’s belief state. We dis-
cuss the pragmatic effects that result from an interplay
between the choice of syntactic form and intonation. In
the second part of the paper we propose a formalization
based on a notion of common ground, set in a model of
situated dialogue as part of collaborative activity Krui-
jff et al. (2010a). Explicit modeling of the beliefs and
intentions of both the robot and the human enables us
to capture the observations from the literature. In the
third part of the paper we address the process of gen-
erating questions, starting from agent belief modeling
through forming the intention to request “missing” in-
formation or elicit feedback on “uncertain” information
from a human, to planning and constructing the surface
realization, including syntax and intonation.
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Question Forms and Meanings
Bartels (1999) defines questions as utterances that con-
vey perceived lack of information or speaker uncer-
tainty, regarding a relevant aspect of propositional con-
tent. However, uncertainty is not a sufficient condition
for a question. A speaker could, for example, just ut-
ter a statement asserting their uncertainty. Inspired by
Šafářová Nilsenová (2006) we add the speaker’s inten-
tion to elicit a response as a necessary condition for
questionhood. Usually, the speaker of a question in-
tends to elicit a resolving answer that alleviates the un-
certainty expressed by the question. However, a speaker
may use a question just to raise an issue, irrespective of
whether they consider the addressee capable of resolv-
ing it.

Research in semantics and pragmatics, e.g., Pierre-
humbert and Hirschberg (1990), Bartels (1999), Gun-
logson (2001), Šafářová Nilsenová (2006), identifies dif-
ferences in the meaning of a question depending on the
way it is formulated, in terms of its syntax (interroga-
tive/declarative) and intonation (rising/falling) –cf. the
examples below:1

(1) What room is this ↓/↑
(2) Is this room a kitchen ↓/↑
(3) This room is a kitchen ↓/↑

In a nutshell, Bartels (1999) argues that a falling
phrasal tone expresses assertiveness, i.e., an instruc-
tion to the hearer to collaborate actively in the addi-
tion of the proposition to the common ground. Utter-
ances with a rising phrasal tone are not assertive in this
sense. In a complementary proposal, Gunlogson (2001)
submits that falling declaratives commit the speaker
to the proposition expressed, while rising declaratives
commit the addressee. For polar questions Gunlogson
(2001) defines two necessary conditions: uniformative-
ness with respect to the hearers commitment set and
contingency of speakers commitment upon that of the
hearer. On the other hand, Šafářová Nilsenová (2006)
argues that instead the final rise contour corresponds to

1“↓” stands for final fall, “↑” Bartels (1999), Gunlogson
(2001).



epistemic uncertainty. We try to show how these views
can be reconciled.

Formalizing these aspects of question meaning en-
ables us to provide an account of how a robot should
phrase its questions.

Formal Framework

We base the formalization on a notion of common
ground. This notion is set in a model of situated di-
alogue, as part of collaborative activity Kruijff et al.
(2010a). The model represents the beliefs and inten-
tions of all robot- and human agents involved in the
dialogue. For the robot, these multi-agent beliefs and
intentions are spatiotemporally grounded in its percep-
tion and knowledge of the environment, i.e. its situa-
tion awareness. The model enables a robot to identify,
circumscribe, and discuss knowledge gaps Lison et al.
(2010). This allows us to treat questions as a subclass of
information-gathering actions in a collaborative activ-
ity Kruijff et al. (2008), providing for a smooth integra-
tion with other decision-making processes in a cognitive
architecture Wyatt et al. (2010).

We model a belief as a unit of information about an
entity or event referent in reality. We express the infor-
mation as a probability distribution over alternative in-
terpretations Lison et al. (2010). Each interpretation is
a logical formula, representing an ontologically sorted,
relational structure which provides a convenient inter-
face between linguistic meaning, and extra-linguistic
forms of meaning representation Kruijff et al. (2010b).
Beliefs are constrained both spatio-temporally and epis-
temically. They include a frame stating where and when
the described referent is assumed to exist, and an epis-
temic status stating for which agent(s) the information
in the belief holds.

We use these belief models to form and maintain com-
mon ground in situated, task-oriented dialogue. We
use an approach to dialogue processing that follows an
intentional perspective Stone and Thomason (2003),
Stone (2004), looking at why something is being said
(intention), what that something is about (intension),
and how that helps to direct our focus (attention). Core
to the approach is abductive reasoning. This type of
reasoning tries to find the best explanation for observa-
tions. In our case, it tries to find the best explanation
for why something was said (understanding), or how an
intention best could be achieved communicatively (gen-
eration). Thereby abduction directly works off the sit-
uated, multi-agent belief models the robot maintains.
The resulting explanations are defeasible: The robot
acts upon them, but if they turn out to be wrong, the
robot can revise the explanation and the beliefs it was
based on (e.g. through further interaction) and thus
adjust its common ground.

We propose an interpretation of social commitments
in terms of such multi-agent beliefs. This allows us to
explicitly reason with them, promote them to common
ground, and consequently draw conclusions about the

expected future progression of the interaction. Social
commitments capture a part of the social aspect of in-
teraction. Such a commitment is a public (or so per-
ceived) state oriented towards the social group (human,
robot), committing the interlocutors to certain rules of
behaviour. In the simplest case, we can consider be-
haviour rules of the form

trigger → future-effect

expressed as pairs of beliefs. This sets our approach
apart from approaches that model social commitment
as an irreducible construct (Broersen et al. (2001)).

Context, Intentions and Commitments

Based on the notion of multi-agent belief state that
includes common ground, we introduce intentions as
precondition-postcondition pairs on the state. In gen-
eral, an intention is a goal that an agent is committed
to achieving2. The agent should refrain from acting in
such a way that renders the intention (goal) unachiev-
able (cf. Bratman (1987)).

Preconditions are applied to the state in which the
corresponding intention can be realized. Postconditions
specify the conditions that must hold in the resulting
state after realizing the intention. In a sense, postcon-
ditions specify the sufficient conditions to consider the
intention fulfilled, and preconditions specify the neces-
sary conditions.

An intention to fill in a knowledge gap can be realized
in several forms. Since the form of a question also in-
fluences the expected answer, it is obvious that it is not
enough just to specify a question as a function of the
knowledge gap to be filled, but it is necessary to con-
sider the form of the question in the decision-making
process.

We argue that the form can be inferred from the so-
cial commitments the question should appeal to in a
relatively straightforward manner. In terms of com-
mitments, we can analyze the examples in (1)-(3) as
follows:

• In (1), the robot makes the claim that the user is
responsible for filling in the gap. This responsibil-
ity is based on the robot’s beliefs about the human’s
knowledge or knowledgeability. This in turn is in-
ferred from the robot’s beliefs about the interpersonal
aspect of the interaction (roles).

• In (2), the robot proposes a single hypothesis and
holds the user responsible for defending (“yes”) or re-
futing (“no”, “this is a living room”) this hypothesis.
Note that it might not be the best hypothesis—but
merely the hypothesis that is most worthy of verifi-
cation (e.g. based on overall utility). For example:
in a search-and-rescue, the robot might ask “is this

2Note that this commitment is not to be conflated with
the social commitment mentioned above. See for instance
Castelfranchi (1998)



a person?” because getting an answer greatly influ-
ences the future course of action. So a “yes” here
might trigger a change in the robot’s behaviour (e.g.
a switch toward making sure that the scene is safe for
human rescuers, similarly, a “no” would mean that
the robot doesn’t have to pay (that much) attention
to the object in question any more, and can carry
on exploring the area. In other words, even if the
robot has a better hypothesis about what the object
in question is, it might be rational to get the possi-
bility that it is a person off the table.

• In (3), the robot expresses his commitment to the
claim: it commits to the defence of the claim. Should
the user ask him “why?”, the robot should be able to
reveal its justification for the beliefs.

In our model, we treat these social commitments as
beliefs in the preconditions of the intentions to ask. For
instance, in (1), there are at least two distinct precondi-
tions that allow the realization of the appropriate ques-
tion:

(a) the robot believes that the human knows what room
this is;

(b) it is common ground that the human will defend the
claim that he knows what room this is.

The intention is created as an interpretation of an
abductive proof to achieve the desired effect (the robot’s
knowledge of the room type), given current context. As
a product of abduction, it is defeasible. For instance,
should it turn out that (b) does not hold, this particular
proof will be retracted.

Planning and Realization of a Question

The preceding sections show how a question comes
about. The robot continuously maintains a model of
the environment and agents acting therein, based on
its observations and interaction with others. Within
this model, knowledge gaps can be actively identified,
and trigger a need to address them through interaction
Kruijff et al. (2008), Wyatt et al. (2010). The approach
we present here then abductively infers an intentional
structure which is grounded in this belief model, and in-
dicates (applicable) social commitments concerning the
expected continuation of the dialogue after the question
has been posed.

The information contained in this intentional struc-
ture is sufficient to account for the kinds of variations in
the form and meaning of questions typically observed.
Content planning uses the structure to make decisions
about functional content structure of the question to be
generated, including information structure status of in-
dividual referents. Content planning yields a fully spec-
ified logical form which we can then realize as a surface
string with intonational markup in OpenCCG White
and Baldridge (2003), Kruijff et al. (2010b), Kruijff-
Korbayová et al. (2011), and synthesize with the Mary
text-to-speech system Schröder and Trouvain (2003).
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M. Šafářová Nilsenová. Rises and Falls: Studies in the
semantics and pragmatics of intonation. PhD the-
sis, Institute for Logic, Language and Information,
Universiteit van Amsterdam, 2006.

M. White and J. Baldridge. Adapting chart realization
to CCG. In Proceedings of the Ninth European Work-
shop on Natural Language Generation, Budapest,
Hungary, 2003.

J.L. Wyatt, A. Aydemir, M. Brenner, M. Hanhiede,
N. Hawes, P. Jensfelt, M. Kristan, G.J.M. Krui-
jff, P. Lison, A. Pronobis, K. Sjöö, D. Skočaj, and
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