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Muhammad Zeshan Afzal∗†, Martin Krämer∗†, Syed Saqib Bukhari∗, Faisal Shafait‡ and Thomas M. Breuel∗
∗Image Understanding and Pattern Recognition Group

Technical University of Kaiserslautern, Kaiserslautern, Germany
Email: {afzal,kraemer,bukhari,tmb}@iupr.com

‡Multimedia Analysis and Data Mining Research Group
German Research Center for Artificial Intelligence (DFKI), Kaiserslautern, Germany

Email: faisal.shafait@dfki.de

Abstract—Document images prove to be a difficult case
for standard stereo correspondence approaches. One of the
major problem is that document images are highly self-similar.
Most algorithms try to tackle this problem by incorporating a
global optimization scheme, which tends to be computationally
expensive. In this paper, we show that incorporation of layout
information into the matching paradigm, as a grouping entity
for features, leads to better results in terms of robustness,
efficiency, and ultimately in a better 3D model of the captured
document, that can be used in various document restoration
systems. This can be seen as a divide and conquer approach
that partitions the search space into portions given by each
grouping entity and then solves each of them independently.
As a grouping entity text-lines are preferred over individual
character blobs because it is easier to establish correspon-
dences. Text-line extraction works reasonably well on stereo
image pairs in the presence of perspective distortions. The
proposed approach is highly efficient and matches obtained
are more reliable. The claims are backed up by showing their
practical applicability through experimental evaluations.
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I. INTRODUCTION

Capturing document images using portable cameras is
efficient and inexpensive. Irrespective of many advantages,
the document images obtained by the camera are degraded
by geometric, e.g. perspective distortion, and photometric,
e.g. specular highlights, artifacts. Geometric artifacts may,
for instance, be introduced by camera imaging models or
book pose and photometric artifacts can be caused by the
illumination changes by environmental light sources. Robust
processing of image documents in the presence of these
artifacts is an active area of research.

There are two ways to acquire document geometry. One is
to use active sensors, which requires a specialized laboratory
setup. Alternatively stereo cameras may be used. Nowadays
stereo cameras do not require a special setup, because they
are readily available in portable devices and it is very easy
for an end user to acquire stereo images with them.
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For performing 3D reconstruction using stereo image
pairs, the most important part is to establish robust corre-
spondences between features detected in both images. Estab-
lishing correspondences is especially problematic for doc-
ument images because of their highly self-similar content.
The general procedure for document images, which has been
followed in most approaches, is to detect robust features in
both images, e.g. using SIFT or SURF. These features are
then matched under constraints established using epipolar
geometry, i.e. matching along epipolar lines. After that a
suitable model is fitted, depicting book shape information,
for further refinement. One such example is the use of
NURBS [1] to the obtained point cloud, which should be
as close as possible to the ideal book surface. Our proposed
approach makes the processing of robust feature matching
simple and efficient by exploiting layout information con-
tained in document images without any model fitting.

Among the various available layout elements, the pro-
posed algorithm takes segmented lines as input and features
are matched over these text-lines. The feature grouping
is highly beneficial for robust matching because potential
outliers located on a different text-line are removed from
the list of potential match candidates, while keeping good
candidates.

The rest of the paper is organized as follows: in section
II a brief overview of related research is given. Section
III discusses the preprocessing steps. Section IV describes
feature extraction and matching, which is used for the
experiments discussed in section V. Section VI concludes
the paper with some insights on future work.

II. RELATED WORK

As camera captured documents are distorted, it is required
to use features that are robust under affine transformations.
SIFT [2] and SURF [3] are both well-known and widely
used feature descriptors that suit these requirements.

Another critical step for the presented approach is ro-
bust extraction of curled text-lines from document images.
Techniques that are generally used for document images



(a) Original image of book page (b) Binarized image of the book (c) Illustration of text-line segmentation

Figure 1. A small portion from one of the sample image has been shown in original, binarized and text-line segmented forms to illustrate preprocessing
step

captured by a flat-bed scanner do not perform very well
when applied on camera-captured images instead [4]. The
reason for this is that text-lines are significantly curled due to
the book surface and skewed due to the inherent perspective
distortions, imposed by the camera capturing process, which
makes robust extraction a challenging task. The work-flow
in this paper uses the method proposed by Bukhari et al. [5]
for curled text-line detection.

Although techniques for search space reduction in context
of feature matching have already been examined in literature
since quite some time [6], [7], [8], they differ significantly
from our approach. Venkateswar and Chellappa [6] build a
hierarchy of image features, i.e. lines, vertices’s, edges and
surfaces, and use the obtained relationships for constraining
feature matching. Horaud and Skordas [7] extract linear edge
segments and restrict matching by taking the relationship
to neighboring features into account. Another method for
search-space reduction is presented by Moallem and Faez
[8], which does not impose hierarchical constraints, but
rather tries to reduce the set of matching candidates by
limiting the allowed disparity range.

In comparison, we are using affine invariant and robust
features and our algorithm is specialized for the application
on document images. We can exploit accurate higher level
layout features for grouping, instead of relying on rather
unstable lower-level features. Additionally, we do not require
a global optimization scheme, based on graph matching or
other approaches, and are able to execute a rather naive
approach after subdividing the search space appropriately

Our proposed method can be used in a variety of docu-
ment restoration systems e.g [9], [10], [11], which require
a 3D model of the captured book for removing perspective
distortions, to finally produce output similar to a flat-bed
scanner. These systems generally rely on sparse feature
matching to obtain a 3D point cloud and try to fit a
parametrized model, which exploits known geometric prop-
erties of book shapes, e.g. smoothness, and compensates for
outliers. Improving the initial 3D point cloud will allow such
systems to operate on more robust input data and estimate
the real book shape more accurately.

III. DATASET ACQUISITION AND PREPROCESSING

The data-set for our empirical evaluation has been cap-
tured using a standard stereo setup with two cameras,
pointing at the same document, from different views in
an ortho-parallel setup. It consists of 100 stereo image
pairs taken from different books. Images are captured in
natural lighting conditions. Images mostly consist of text-
lines except some special formatting in header and footer
for some images. Preparation of the dataset involves manual
steps for removal of background and ridge detection for
separating the individual book pages. In a practical setup,
document cleaning algorithm e.g [12] could be applied
instead.

The preprocessing step includes binarization, text-line
detection, application oriented text-line labeling and finding
line correspondences. It starts with the binarization of the
document images as seen in Figure 1b. Here we use a local
adaptive thresholding method, i.e. Sauvola [13] but with the
efficient implementation proposed in [14], for binarization.
The value for the threshold parameter is set to 0.3 and
the window size is set to 70 for all of the images in the
dataset for binarization. Text-lines are detected by applying
ridge-based curled text-line detection method as proposed
by Bukhari et. al. [5]. The text-line extraction algorithm
outputs detected text-lines in a color coded format [15], in
which each connected component of a text-line is assigned
the index of the text-line as its color.

Although, we could only use the features lying on
connected components, in context of our application, the
features lying between spaces of characters are also equally
important, as they use information about their context to be
robust. In the next step the algorithm is simply connecting
the extremes of bounding boxes of blobs corresponding
to the same line. The result of this step can be seen in
Figure 1c. For establishing correspondences of the text-
lines between stereo images, a naive procedure is applied,
which uses ordering and area information of text-lines to
alleviate correspondence problems arising as a result of
under or over segmentation of the text-lines. In practice
text-line segmentation works well, but this approach could
be enhanced by using a more robust line correspondence



Figure 2. Illustration of feature matching

procedure.

IV. STEREO CORRESPONDENCE

Stereo correspondence is performed by matching both
stereo images against each other. Assuming we have a stereo
image pair I1, I2, where each image has the same width w
and height h, a stereo correspondence approach can produce
a disparity map regarding one or both of the stereo images.
The disparity map contains at each position the horizontal
offset between matched points and can directly be used
for recovering real depth due to their inversely proportional
relationship.

We call dij(I1, I2) the disparity map of image I1 in
relation to image I2, if the following equation holds:

dij = i− hor(match(I1(p), I2))∀i, j : 0 ≤ i < w, 0 ≤ j < h

hor returns the x-coordinate of a point, i.e. given a point p =
(x, y), we define hor(p) = x. match returns the coordinates
of the best matching point p

′
in image I2 given a point p in

image I1 by minimizing a cost function c:

match(I1(p), I2) = arg min
p′∈I2

c(I1(p), I2(p
′
))

Analogously we can define the disparity map of image I2 in
relation to image I1 by switching the terms appropriately.

In the following part we will have a closer look at
our feature-based approach and explain our strategy for
improving robustness and efficiency.

A. Feature Detection

The first step in a feature-based stereo approach consists
of finding and describing distinctive points of interest in both
images, which can be matched to recover the disparities.

Performing feature detection on stereo images I1 and I2
results in a set of features per image: F1 = {f1, ..., fn}
for image I1 and F2 = {g1, ..., gm} for image I2. Each
detected feature f = (p, d) consists of its spatial position
p = (x, y) in the image and a descriptor d = {d1, ..., dp},
where value of p and definition of d depend on the used
feature descriptor.

B. Feature Matching

The task of feature matching step is to establish cor-
respondences between the corresponding feature sets F1

and F2 belonging to left and right image respectively.
A suitable method for establishing correspondences is to
determine the nearest neighbor of a given feature descriptor
f from image I1 among the set of feature descriptors F2 for
image I2 using nearest neighbor search techniques e.g [16],
[17]. This generally requires definition of the cost function
which in our case is Euclidean distance between the feature
descriptors of the given points:

c(I1(p), I2(p
′
)) = ||dI1(p) − dI2(p′ )||2

The matching function match(I1(p), I2) then just returns the
spatial position p

′
of the nearest neighbor dI2(p′ ) to dI1(p)

in feature space from the set of features in F2:

match(I1(p), I2) = arg min
p′∈I2

||dI1(p) − dI2(p′ )||2

An illustration can be seen in Figure 2.
As a general matching constraint we ensure that the two

best matches g1st, g2nd of a feature descriptor fi at least have
a minimum distance dmin between each other. Additionally
we enforce that the best match does not exceed a certain
distance threshold dmax.

||g1st − g2nd||2 > dmin (1)

||fi − g1st||2 ≤ dmax (2)

Both of these constraints imposed by equations (1) and (2)
have been discussed by Lowe [2]. First constraint discards
ambiguous matches and works very well in practice. The
constraint specified in equation (2) ensures that only accurate
matches are taken into account. Although Lowe points out
that this is not helping with SIFT descriptor matching we
found out empirically that it improves results in our case
significantly.

We can use the text-line information obtained during the
preprocessing step to put further constraints on the matching
process. Some samples of extracted text-lines and matched
correspondences are shown in Figure 2. The features of a
document image containing n text-lines can be divided into
n bins such that each feature of a bin is closest to the bin’s
corresponding text-line. This allows us to divide the original
matching problem into n matching sub-problems of reduced
size, which both improves efficiency and reliability of the
procedure.

The matches are cleaned by imposing the epipolar con-
straint [18] which is depicted as follows:

pTr Fpl = 0 (3)

where pl is a point from the left image and pr its corre-
sponding match in the right image and F id the fundamental



matrix. F is estimated from our set of matches by applying
RANSAC [19].

By splitting up the original problem its computational
complexity is reduced significantly. An average document
image for example, as captured for our experiments, consists
of about forty text-lines and performing feature detection
on it produces about forty thousand features. Assuming
linear search, which should roughly approximate exact NN
methods in our case, this means the algorithm has to perform
nnaive = 400002 = 1.6×109 distance measurements. When
restricting matching by text-lines the same process can on
average be performed with nrestricted = 40 × 10002 =
4×107 comparisons. We can see that the number of required
operations has been reduced to nrestricted/nnaive = 1/40,
i.e. linearly in the number of text-lines, making practical
application actually feasible as shown in our experimental
results.

V. EXPERIMENTAL RESULTS

Feature extraction was carried out using the OpenCV
implementation of SURF with 128-element descriptors, a
Hessian threshold of 200, five octaves and eight layers per
octave. The constraining parameters for matching regarding
Equations (1) and (2) were set to dmin = 0.05 and dmax =
0.3. For comparison purposes the experiments are performed
with and without using text-lines and are evaluated for both
exact nearest neighbor search using kd-tree and FLANN2.

The first column in Table I depicts the method used for
matching along with the text-line constraint used. Second ,
third and fourth column show the number of matches found,
number of correct matches and the percentage of correct
matches respectively averaged over the whole dataset. The
last column in Table I depicts the required average run-time
for feature matching. The average is computed as follows:

pavg =
1

n

n∑
j=1

p
Ij
, p ∈ {m, c, t} , Ij ∈ I = {I1, I2, ..., In}

where pIj depicts the attribute taken from the j-th image
Ij from the dataset I . The symbols m, c, t in attribute
set represent the total number of matches, correct matches
and time respectively. The last column in Table 1 shows
that matching time has been significantly improved using
text-line information. Hence providing evidence for the first
claim that our method is efficient.

To measure the improved reliability of feature matching,
we consider the percentage of correct matches remaining
after RANSAC. A fundamental matrix will be computed
using available matches and outliers are removed which does
not satisfy the epipolar constraint as given in Equation 3. In
our experiments, the probability that the fundamental matrix
is correct given the matches is set to 0.99 and the maximum

2M. Muja, Flann, fast library for approximate nearest neighbors, 2011,
http://mloss.org/software/view/143/

Figure 3. 3D reconstruction of book page without RANSAC. Left side
shows the proposed method. Right side shows default matching.

Figure 4. 3D reconstruction of book page with RANSAC. Left side shows
the proposed method. Right side shows default matching.

distance of a point from its corresponding epipolar line is
set to one pixel.

The fourth column of Table 1 shows that using text-
line information decreases the number of outliers. This will
result in a better approximation of the fundamental matrix.
This effect can be observed in the 3D reconstruction of a
sample document image with and without use of text-line
information which has been shown in Figure 3. No cleanup
has been performed. It can be seen clearly that using text
line information produces an almost accurate 3D model with
good coverage of book surface. Figure 4 shows the same
models from Figure 3 but cleaned up with RANSAC. There
is almost no change in the 3D model reconstructed using
text-line correspondences, but the unrestricted model still
requires filtering before it could be used for any practical
purpose.

VI. CONCLUSION AND FUTURE WORK

An approach for improving efficiency and finding reliable
matches for 3D reconstruction for document images has
been presented, which is based on matching constraints
using document layout information, specifically text-lines.
The process consists of preprocessing, including binariza-
tion, text-line segmentation, application-specific labeling and
establishment of text-line correspondences. Robust features
are detected, grouped by text-line and matched later on.



Table I
ROBUSTNESS AND EFFICIENCY MEASURED BY PERCENTAGE OF

CORRECT MATCHES AND AVERAGE RUN-TIME EVALUATED OVER
WHOLE DATASET

Method Total
Matches

Correct
Matches % Time(sec)

KD without text-lines 3281.62 1001.25 29.98 16803.17
FLANN without text-lines 2046.12 514.40 24.64 80.28
KD with text-lines 1946.23 1327.78 67.75 101.36
FLANN with text-lines 5083.34 2460.25 44.61 20.81

Experimental results are reported, which show the effective-
ness of the proposed method. The method can be improved
in various way: a robust strategy for finding better text-
line correspondences is a possible enhancement to the naive
approach used in this paper. Also the usage of specialized
feature descriptors for text could be used for improving
performance. Including extra constraints e.g limiting the
matches by the maximum disparity value could also increase
the performance of feature mapping. A GPU implementation
of the proposed approach could result in real time matching
performance due to the fact that features belonging to each
grouping entity can be matched independently.
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