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Abstract
We investigate possible correlations between sentiment analysis scores obtained for sentences of Mark Twain’s novel ”The Adventures
of Tom Sawyer” and acoustic features extracted from the samesentences in the corresponding audiobook. We have found that scores
derived from movie reviews or categorisation of emotional stories seem to be more close to the acoustics in the narrative, in particular
more correlated with average energy and mean fundamental frequency (F0). We have designed an experiment intended to predict the
levels of acoustic expressivity in arbitrary text using sentiment analysis scores and the number of words in the text.

1. Introduction

In this paper we investigate possible correlations between
sentiment analysis scores obtained for sentences of Mark
Twain’s novel “The Adventures of Tom Sawyer” and acous-
tic features extracted from the same sentences in the cor-
responding audiobook. In the audiobook a single speaker
reads the whole novel, the narration is lively and expressive
and the speaker impersonates or performs several charac-
ters apart from the narrator himself.
From a theoretical point of view, narratives have been stud-
ied as a context for the integration of language and emotion.
According to (Reilly and Seibert, 2003) and the references
in this work, evaluative information in narratives can be
conveyed/packaged in several ways: “lexically”, for exam-
ple, using intensifiers, modals or hedges to reflect speaker
attitude; “syntactically” as in relative clauses, which com-
monly function as asides to comment on a person’s be-
haviour/character; and “paralinguistically”, by emotional
facial expression, gesture and affective prosody that can
effectively convey narrator attitude or reflect the inferred
emotions of a character.
Due to the lively character of narration in audiobooks,
these have been recently used in several studies related
to clustering of expressive speech styles (Székely et al.,
2011), expressivenes of speech (Wang et al., 2006) or au-
tomatic selection of diverse speech corpora for improving
automatic speech synthesis (Braunschweiler et al., 2011a).
Audiobooks might help to tackle some of the nowadays
key problems on speech synthesis technology: unlabelled
prosodic and voice quality variations; expressive speech;
large corpora of non-studio-quality speech (Blizzard Chal-
lenge, 2012). At the same time audiobooks might also con-
tribute to simplify some of the most difficult problems to
progress with synthesis from social signalling corpora: lack
of phonetic coverage, lack of single-user speech, and lack
of textual transcriptions.
In this paper first we describe the data analysed in Section
2., then in Sections 3. and 4. we describe the sentiment
scores obtained for sentences in the book and the acous-
tic features extracted from the corresponding audio data. In
Section 5. we describe two experiments intended to inves-
tigate the possible correlation of the previous scores and

features and the possibility of using sentiment scores from
arbitrary text to predict an acoustic level of “expressivity”.
Preliminary results and future work are presented in Sec-
tion 6.

2. Data
The data analysed is the audiobook “The adventures of Tom
Sawyer” available at LibriVox (LibriVox, 2012) and its as-
sociated text available in Project Gutenberg (Project Guten-
berg, 2012). The audiobook has been split into prosodic
phrase level chunks, which corresponds to the sentences
analysed in this work. The sentence segmentation and or-
thographic text alignment of the audiobooks has been per-
formed using an automatic sentence alignment method -
LightlySupervised - described in (Braunschweiler et al.,
2011b). The number of sentences analysed is 5119 cor-
responding to 17 chapters and approximately 6.6 hours of
recordings at 44100 Hz. The books were read by John
Greeman, an American English narrator.

3. Sentiment scores
The sentiment scores were obtained in two steps. First,
summary statistical information about individual words
was extracted using the data and methods of (Potts and
Schwarz, 2010) and (Potts, 2011a). Second, to combine
these word-level scores effectively in order to make pre-
dictions about full sentences, a maximum entropy classifier
was trained on a large, diverse collection of texts from so-
cial media sources. The reader is referred to these publi-
cations for more details about the system as well as (Potts,
2011b) for data and available resources. In the following
we summarise the sentiment scores used in this study:

• Scores derived from IMDB reviews using machine
learning techniques (Bo et al., 2002):

– ImdbEmphasis: a sentiment score for emphasis
vs. attenuating

– ImdbPolarity: a sentiment score for positive vs.
negative

• OpinionLexicon: sentiment scores by lexicon lookup
using Bing Liu’s lexicon, which is a list of positive



and negative opinion words or sentiment words for En-
glish (around 6800 words) that has been compiled over
many years (Liu, 2011).

• SentiWordnet (Wordnet entries with added sentiment
scores) negative and positive value:

– SentiWordNetNeg

– SentiWordNetPos

• Scores derived from the Experience Project: this
project is a social networking website that allows
users to share stories about their own personal expe-
riences, users write typically very emotional stories
about themselves, and readers can then chose from
among five reaction categories to the story (Potts,
2011b). Data from this project has been used to de-
rive the following reaction scores:

– Hugs: Sympathy reader reaction score

– Rock: Positive-exclamative reader reaction
score.

– Teehee: Amused/light-hearted reader reaction
score.

– Understand: Solidarity reader reaction score.

– Wow: Negative-exclamative reader reaction
score.

• Predicted negative (Neg) and positive (Pos) proba-
bility derived by training a model with the previous
scores:

– Neg, Pos

– Polar: calculated as Pos-Neg, this is a kind of pre-
dicted polarization score, examples of very pos-
itive and very negative polarity scores are pre-
sented in Table 1.

______________________________________
Text Polar

______________________________________
Well, goodness gracious! 1.00
Luck! 1.00
I love thee well! 1.00
Glory was sufficient. 0.99
Tom’s astonishment was boundless! 0.99
Good! 0.99
...
Kill? -1.00
It’s awful. -1.00
Hateful, hateful, hateful! -1.00
Crash! -1.00
Bother! -1.00
It’s that dreadful murder. -1.00
______________________________________

Table 1: Text examples of very positive and very negative
polarity scores.

4. Acoustic features
We have extracted well known acoustic correlates of emo-
tional speech: mainly prosody or fundamental frequency
(F0) related features, some intonation related measures (F0
contour measures) and voicing strengths features, that have
been used to model and improve excitation in vocoded
speech. The following features and measures have been
calculated:

• F0 and F0 statistics, mean, maximum, minimum and
range. F0 values were extracted with the snack tool
(Sjölander, 2012).

• Duration in seconds per sentence.

• Average energy, calculated as the short term energy
(
∑

s2) averaged by the duration of the sentence in sec-
onds.

• Number of voiced frames, number of unvoiced frames
and voicing rate calculated as the number of voiced
frames per time unit.

• F0 contours, as in (Busso et al., 2009) we have ex-
tracted slope (a1), curvature (b2) and inflexion (c3);
these measures are estimated by fitting a first-, second-
and third-order polynomial to the voiced F0 values ex-
tracted from each sentence:

y = a1 ∗ x + a0 (1)

y = b2 ∗ x2 + b1 ∗ x + b0 (2)

y = c3 ∗ x3 + c2 ∗ x2 + c1 ∗ x + c0 (3)

• Voicing strengths estimated with peak normalised
cross correlation of the input signal (Chu, 2003). The
correlation coefficient for a delayt is defined by :

ct =
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(4)

Five bandpass voicing strengths are calculated, that is,
the input signal is filtered into five frequency bands;
mean statistics of this measure are extracted.

5. Experiments
5.1. Correlation analysis

Pairwise correlation between the previously described sen-
timent scores and acoustic features was performed. We
have found correlations mainly between average energy and
mean F0 and sentiment scores derived from IMDB reviews
and reader reaction scores. Table 2 shows the higher cor-
relation values between these scores and features. The cor-
relation with other sentiment features was very low, in par-
ticular no correlation at all was found between F0 contour
features and sentiment scores. These results also show that
the sentiment scores that come from lexicons are not cor-
related at all with acoustic features, whereas scores derived
from movie reviews or categorisation of emotional stories
seem to be more close to the acoustics in the narrative.



Acoustic features
Sentiment scores Energy meanF0
ImdbEmphasis 0.51 0.38
ImdbPolarity -0.33 -0.31
Teehee 0.29 0.13
Wow -0.17 -0.30
Polar -0.13 -0.14

Table 2: Pairwise correlation between sentiment scores and
acoustic features.

5.2. Predicting “expressivity”

In a further experiment we investigate if we can predict
some measure of “expressivity” just on the basis of sen-
timent scores. Our measure of expressivity is the first prin-
cipal component value (PC1) after a principal component
analysis (PCA) of all the acoustic features extracted from
the data. A PC1 value per sentence was calculated, and we
have empirically found that positive values of PC1 most of
the time correspond to sentences of the narrator in a more
or less neutral voice, and negative values most of the time
correspond to expressive sentences where the speaker im-
personates one of the characters in the book (childish voice,
women voice. etc.). To corroborate this, we have manually
annotated the first two chapters of the book according to
narrator and the characters the speaker performs. Figure
1 shows the variation of mean F0, ImdbEmphasis and PC1
per sentence in chapter 01, for the narrator and other imper-
sonated characters. In this Figure we can also observe that
the values for “other” characters present higher excursion
than for the “narrator”.
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Figure 1: Mean F0, ImdbEmphasis scores and PC1 values
for the sentences in chapter 01 of “The Adventures of Tom
Sawyer”.

Multiple linear regression (MLR) of sentiment scores (plus
number-of-words) was used to train a prediction model of
the acoustic PC1 feature; sequential floating forward se-
lection (SFFS) was used to find the best sentiment score
predictors. Statistical analysis, MLR and SFFS, were per-
formed with R (R Development Core Team, 2009). We
have found that the model fits well the training data. Fig-
ure 2 shows in blue the PC1 values obtained per sentence
for chapter 02 of the book; the predicted values are indi-
cated in red and the prediction error in black. Averaging
the results obtained for every chapter, we have found that
PC1 is predicted with a prediction error of 1.21 when us-
ing just sentiment features; the prediction error improves
to 0.62 when using number-of-words in the sentence as an-
other predictor feature.
To evaluate how well the model can predict a level of
expressivity with unseen data, we used the annotated
chapters 01 and 02 as test data and the rest of the data to
train a model. For training a predictor model of PC1 we
used all the acoustic features presented en Section 4.; the
learnt parameters after the SFFS multiple linear regression
are:

PC1 = −1.64 + 0.12 × num words sentence

− 48.0 × ImdbEmphasis + 11.3 × ImdbPolarity

+ 2.24 × SentiWordNetNeg − 1.78 × Teehee

− 3.66 × Understand − 1.17 × OpinionLexicon

+ 0.6 × Hugs + 0.44 × SentiWordNetPos

(5)

Using this equation a PC1 value is predicted for the utter-
ances of chapters 01 and 02, the value is further used to
determine whether the utterance is character type “narra-
tor” (predicted PC1>= 0) or “other” (predicted PC1< 0).
Since we have character annotations of these two chapters
we can compare the annotated character and the predicted
one. The character prediction results for 345 utterances of
chapter 01 and 271 utterances of chapter 02 are presented
in Table 3. Examples of utterances predicted as “narrator”
and “other” in chapter 01 are presented in Table 4.

Chapter 01 Chapter 02
Character Narrator Other Narrator Other
Narrator 79.8 30.1 92.0 34.0
Other 20.2 69.9 8.0 66.0
Diagonal 73.3% 81.5%

Table 3: Character prediction for chapters 01 and 02 using
number of word, sentiment scores and the learnt model in
equation 5.

We can observe in Table 3 that the character types in chap-
ter 02 were better predicted than in chapter 01. Two ob-
servations might explain why “expressivity” in chapter 01
was more difficult to predict: first, the PC1 values of chap-
ter 01 present higher excursion than chapter 02 and sec-
ond the sentences in chapter 01 are shorter in average than
in chapter 02. Chapter 01 has 12.3 words in average per
sentence (minimum 1 and maximum 80 words) and chap-
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Figure 2: Prediction of PC1 using multiple linear regression of sentiment analysis scores and number of words in the
sentence for chapter 02 of “The Adventures of Tom Sawyer”.

ter 02 has 20.5 words in average per sentence (minimum 1
and maximum 93 words). These observations confirm that
short sentences tend to be more expressive and therefore
more unpredictable in terms of sentiment analysis (Moham-
mad, 2011). The sentences presented in Table 4, exemplify
this difficulty, although from an acoustic point of view the
model is able to capture quite well the style intended by
the reader in the book. In fact auditively the sentences pre-
sented in this Table are quite different, which makes it pos-
sible to define and predict more than two expressive styles.

6. Conclusions
We have found that sentiment analysis scores derived from
movie reviews or categorisation of emotional stories seem
to be more close to the acoustics in the narrative, in par-
ticular more correlated with average energy and mean F0.
Scores derived from lexicon and Sentiwordnet are much
less correlated with the acoustic features in the analysed
data. It is interesting to notice that any of the F0 con-
tour measures (intonation measures) correlate with senti-
ment scores, this observation probably is in line with the
findings of (Busso et al., 2009) where it has been found
that gross pitch statistics are more emotionally prominent
than features describing the pitch shape.
We have designed an experiment intended to predict the
levels of acoustic expressivity in arbitrary text using senti-
ment analysis features and the number of words in the text.
We have found that the predictive model fits well the train-
ing data, and it is able to predict the style of unseen data, in
particular the character style of utterances in two chapters
of the book not used for training the model.
An immediate application of these results is in automatic
speech synthesis. We have demonstrated that an style can
be automatically derived from textual data and a trained
model, so the next step is to use this information to select
the expressive style with wich the text should be realised.
Also, given the clear auditive differentiation of utterances
along PC1 values we will consider to predict more than two

styles defining various PC1 thresholds.
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