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Abstract

We present a framework to perform and speed up signal processing and machine learning tasks of biomedical and psychophysiological data in mobile and wearable systems using field programmable gate arrays. We show the basic architecture and capabilities of the framework and demonstrate its usage to construct a mobile system for the detection of event related potentials in electroencephalographic data. The performance of the developed system is evaluated in a specific application: the single trial classification of the P300 in an operator surveillance setup.
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1. Introduction

An important current development in general and biomedical signal processing is the unification of signal processing and machine learning techniques, and the application of these techniques in scenarios with difficult problems like biomedical signal processing\cite{1}. Since these methods usually have high computational requirements, but nevertheless shall be utilized in mobile devices, reconfigurable application specific processing architectures need to be employed to meet the temporal and quantitative performance constraints\cite{2}. However, the design and implementation of signal processing systems is a difficult task, so that...
tools and frameworks need to be established to support the development of such systems. In this paper, we present the reconfigurable Signal Processing And Classification Environment (reSPACE) for the development of Field Programmable Gate Array (FPGA) based signal processing systems. Furthermore, we show how reSPACE can be used in a difficult application case: the development of a single System on Chip (SoC) for the detection of the P300 event related potential (ERP) in Electroencephalographic (EEG) data.

1.1. Relation to other Work: Brain Computer Interfaces and Mobile Brain Computer Interfaces

Nowadays, nearly all BCI systems use machine learning techniques to learn patterns in the data that are correlated with certain mental states of the subject. In the case of EEG based BCIs, a challenging problem is single trial analysis of ERPs[3]. As a part of the data preprocessing, a number of different processing steps and feature reduction methods are carried out, such as normalization, frequency and spatial filtering, trend-adjustment, smoothing and decimation[4], in order to improve the signal-to-noise ratio and reduce the number of features for the learning algorithm. Due to this complex processing, there is currently only a small number of mobile BCI systems, which usually only support simple paradigms (e.g. SSVEP detection) or small number of channels[5]. Since FPGAs become popular for signal processing tasks, there are some attempts to develop FPGA-based BCI systems. In [6], a first FPGA-based SSVEP single channel BCI system was developed. A first P300 FPGA BCI system was presented in [7], but in that case only a simple filter was performed in the reconfigurable logic, while most of the processing was performed in softcore processors.

1.2. Current Developments in Reconfigurable Signal Processing using FPGAs

In the last couple of years, FPGAs became increasingly popular for signal processing. However, the development of FPGA based signal processing systems is very complex and differs in various aspects from the development of standard software based systems. Therefore, frameworks that support the development of complex signal processing systems are needed to overcome these problems.

1.3. Outline of the Paper

In section 2, we present reSPACE and discuss its features. In chapter 3, we show how it can be used to construct a mobile EEG processing and classification system. The usage of the system is demonstrated in section 4.

2. The reSPACE Design and Architecture

To overcome the mentioned problems, we developed reSPACE. It allows the generation of application specific data flows (ASDFs), which act as a hardware accelerator for the application. The advantage of this approach is, that computationally expensive parts of an application can be expressed as an ASDF, since most of these parts, like digital filters and matrix-vector-operations, are simple regarding their structure. Therefore, they can be realized in specialized hardware structures and do not require the generality of an instruction based CPU.

2.1. Features of reSPACE

The framework is realized by combining two different techniques: hardware description languages (i.e. the Very High Speed Integrated Circuit Hardware Description Language (VHDL)) and the Xilinx System
Generator (SG) for DSP. Two different system architectures can be realized with reSPACE: ASDFs that are used standalone and ASDFs that are used as coprocessors in System on Chips (SoCs) (see Figure 1a). In this case, a generic CPU is combined with the ASDF. The CPU can be used for application parts that should be realized as software modules, like high level configuration and communication tasks, while the ASDF is used for the computational expensive tasks of the application. VHDL allows to combine generated systems easily with other hardware systems like custom bus interfaces, communication peripherals or any other intellectual property (IP) core. Since VHDL is very cumbersome and not well suited for the high level development of complex signal processing systems, reSPACE combines VHDL with SG. SG allows to focus on the specific application, and to numerically simulate and investigate the results of the system using Matlab/Simulink.

Fig. 1. (a) Example usage for the design of a SoC for the detection of the P300 ERP (b) Internal design of a ASDF for the prediction part of the P300 ERP. The ASDF is connected to the system bus with a FIFO buffer and configuration registers. The nodes are connected using a simple AXI-Stream like handshaking protocol.

Our framework is based on the synchronous dataflow model of computation (see Figure 1b). Therefore, the application specific accelerator is realized as a consecutive chain of nodes, where each node realizes a specific algorithm. The consecutive chain of nodes is called flow. A flow can be used independently, or connected to a system bus by a specific interface, the flow interface. The flow interface contains several registers to set and get parameters of the flow from outside, and input/output First-In-First-Out (FIFO) buffers for data transfer, which act as source and sink node, respectively. The nodes are connected using an AXI-Stream like protocol (i.e. data channel and enable/ready signals for handshaking). A major design goal of the reSPACE framework is generality. Therefore, all nodes provide a customizable high level configuration interface, that can be parameterized for the specific application. The available parameters depend on the specific algorithm, common examples are the input/output data fix point number format, number of multiplexed channels, or specific parameters, like filter coefficients or weight vector values. Currently, the framework is used with several different FPGA families: the Virtex-5, Spartan-6 and the Zynq processing system.

3. Using reSPACE for the Development of a Mobile Brain Computer Interface

We demonstrate the usage of reSPACE to construct a prototype mobile EEG classification system. The application of the developed system is the single trial detection of the P300 signal in electroencephalographic (EEG) data. This is a difficult signal processing task, since the EEG data has a low signal to noise ratio and therefore needs several different signal processing methods to detect the P300.
3.1. General System Architecture

For the construction of the mobile BCI system, we use a Xilinx Zynq ZC7020 on a Zedboard evaluation platform. Zynq combines two ARM Cortex A9 processing cores with programmable logic, and is therefore well suited for our approach. The ARM cores allow the straightforward usage of standard software and operating systems. In our case, we use Linux (Kernel version 3.6.0 with a Linaro Ubuntu based root file system) as the operating system. This allows us to use the pySPACE framework for high level and user configuration. PySPACE is implemented using the Python scripting language and depends on some third party modules (Numpy, Scipy and pyYaml), which can be easily obtained using the package manager.

3.2. Realized Signal Processing Procedures

The data is passed through various different processing methods for signal enhancement and conditioning. These processing steps are performed one after another on each data segment. All these methods exist as software and hardware modules, and compared in section 5 regarding time and classification performance. In this application, we use two different ASDF: a preprocessing flow, which implements data independent signal processing methods, and a prediction flow with data dependent signal processing and classification methods. The data dependent parameters are obtained in a training session and computed in software.

3.3. Preprocessing flow

In this flow, we perform two operations: direct current (DC) offset removal and decimation. The DC offset of the data was removed using a notch infinite impulse response filter to remove the 0 Hz component. In the decimation node, the data was decimated from the initial 1000 Hz sampling rate to 25 Hz. To avoid aliasing effects, an anti-alias finite impulse response filter was applied before the sampling rate reduction.

3.4. Prediction flow

The first step in the prediction flow is the application of the XDAWN [8] spatial filter to reduce the number of 62 original channels to 8 signal channels. The next step is the Straight Line Description of the data, which is performed to further reduce the dimension in a descriptive way by fitting straight lines to the data using linear regression. All resulting values are arranged in a single feature vector, i.e. the channels are not considered in the subsequent nodes. The feature vector is standardized by dividing each single feature by the standard deviation and subtracting the mean of the corresponding features in the training data set and classified using a linear support vector classifier. In this step, we do not map the actual output of the classifier to the corresponding class label, but pass the value to the next processing step. To cope with the different amounts of instances per class, we perform a threshold optimization. Therefore, we compare the continuous classification with a chosen threshold score, which we use as the decision boundary to assign the class label.

4. Evaluation of the System for the Single Trial Detection of Event Related Potentials in EEG Data

We evaluated our system on a P300 Oddball paradigm, which is described in the following.
4.1. Application Scenario

The experimental setup for the evaluation of the system is shown in Fig. 2. It allows the monitoring of the subjects EEG while it is under a high cognitive workload. The high cognitive workload is achieved because the subject has to perform a dual task: playing the BRIO® labyrinth game and react to certain optical stimuli at the same time. The setup of the scenario is as follows: the subject is sitting in front of a BRIO® which it has to actively control in this scenario.

Fig. 2. The experimental setup. The subject has to react to given stimuli shown in the HUD while playing the BRIO Labyrinth game.

The subject wears a head mounted display (HMD), which displays a model of the game as well as certain symbols, which serve as visual stimuli for the subject. There are two kinds of stimuli: unimportant standard stimuli, which do not require a reaction of the subject, and different kinds of important target stimuli, which require him to press a buzzer that is placed next to the game. The target stimuli are shown infrequently among the standard stimuli in a fixed ratio of about 1:6. The inter-stimulus interval (ISI) was 1000ms with a random jitter of ±100ms. The used setup is conformant with the oddball paradigm, in which infrequent important stimuli evoke a P300 while frequent unimportant ones do not.

4.2. Experimental Procedures

Six subjects (males; mean age 27.5) took part in the experiments. The experiment was performed two times by each subject with at least one day of rest in between, generating two sessions per subject. In each session, each subject performed 5 runs with 120 target stimuli (important information) and about 720 standard stimuli. While the subject was performing the task, the EEG was recorded (62 electrodes, extended 10-20 system with reference at FCz) using 62 channels of a 64 channel actiCap system (Brain Products GmbH, Munich, Germany). Impedance was kept below 5 kΩ. EEG signals were sampled at 1000 Hz, amplified by two 32 channel BrainAmp DC amplifiers and filtered with a low cut-off of 0.1 Hz. We used the first 3 runs of each session for the training of the signal processing methods and used the last 2 runs of the same session for testing, where we classified the correct perception of a standard versus a target.

4.3. Results

A comparison of the classification performance between the software based and FPGA based detection is shown in Fig. 3. The classification performance is measured as the balanced accuracy (BA), which is defined as 0.5 TPR + 0.5 TNR, where TPR and TNR denote the true positive rate and TNR rate, respectively. The
mean time for the prediction part of data was 0.8 ms on the FPGA and 13.7 ms on the ARM processor. We achieved an average BA for all architectures of 0.879. The FPGA resource consumption regarding the number of consumed look up tables (LUT), block RAMs (BRAMs) and DSP48 slices is shown in Table 1.

Table 1. Resource usage of the FPGA system

<table>
<thead>
<tr>
<th>Type of Hardware Device</th>
<th>LUTs</th>
<th>BRAMs</th>
<th>DSP48 slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preprocessing</td>
<td>6536</td>
<td>5</td>
<td>55</td>
</tr>
<tr>
<td>Prediction</td>
<td>3306</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>Total Used Amount of Resources</td>
<td>10289</td>
<td>14</td>
<td>75</td>
</tr>
<tr>
<td>Available Resources on Device</td>
<td>15960</td>
<td>140</td>
<td>220</td>
</tr>
</tbody>
</table>

5. Conclusions

We presented a powerful framework for the development of embedded signal processing systems and demonstrated its capabilities by implementing a SoC for single trial EEG classification. In comparison to the software modules, we achieve a high speedup of the processing time compared to the mobile ARM processor, but not in comparison to the Intel Core i7 desktop processor. The main amount of FPGA processing time is due to the transfer of the data from main memory to the processing flows, which reveals a future optimization point. The prediction accuracy is not affected by the used hardware architecture. Regarding the consumed FPGA resources, the Xilinx ZC702 is about 6-34% full, so that enough area for further extensions is available.
6. Future Work

In future, we will use our framework in different applications, e.g. real time prediction of movements and the processing of data from completely different sources, like robot sensor data. This type of architecture will be extremely valuable for robotic systems that need to simultaneously control a complex kinematical system while at the same time process sensor data from various channels to derive motoric actions.[9][10][11][12].
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