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Abstract. Motivated by typical security requirements of workflow man-
agement systems, we consider the integrated verification of both safety
properties (e.g. separation of duty) and information flow security pred-
icates of the MAKS framework (e.g. modeling confidentiality require-
ments). Due to the refinement paradox, enforcement of safety properties
might violate possibilistic information flow properties of a system. We
present an approach where sufficient conditions for the compatibility of
safety properties and information flow security are derived by performing
an information flow analysis of a monitor enforcing the safety property
and applying existing compositionality results for MAKS security predi-
cates. These conditions then guarantee that the composition of a target
system with the monitor satisfies both kinds of properties. We illustrate
our approach by deriving sufficient conditions for the security-preserving
enforcement of separation of duty and ordered message delivery in an
asynchronous communication platform.

1 Introduction

In large, distributed systems that facilitate the collaboration of multiple users
there are different types of relevant security requirements. The confidentiality
and integrity of data items that are processed in the system needs to be pro-
tected, and there are security requirements regarding the users involved in the
process, e.g. the requirement that at least two users must agree on a joint deci-
sion before the corresponding action can be taken (this requirement is commonly
known as separation of duty). Process requirements such as separation of duty
can be modeled as safety properties [1]. For confidentiality and integrity require-
ments, there are various proposals of information flow hyperproperties [5] that
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Fig. 1. Example workflow used in [3]

go beyond mere access control by taking into account the behavior of the system.
The MAKS framework [9], for example, allows to express a range of informa-
tion flow properties, including several properties proposed in the literature, as a
combination of certain basic security predicates.

Due to the well-known refinement paradox, the enforcement of a safety prop-
erty by prohibiting system runs violating it can potentially invalidate possibilistic
information flow security: For example, consider a workflow system where a sep-
aration of duty constraint between a confidential and a non-confidential activity
is enforced. Someone who can observe the non-confidential activity and sees a
certain user perform it can deduce that this user has not participated in the
confidential activity. This might be an information leak in itself (if anonymity
is a concern), and if different users are allowed to perform different actions it
might even leak information about the exact sequence of actions that could have
been performed in the confidential activity.

In a case study on the verification of information flow security of workflow
management systems on an abstract level [3], we considered a hiring process as a
running example (Fig. 1). It involves medical examinations of job candidates, and
the medical details of these examinations are considered confidential information.
We considered two types of separation of duty constraints: We require that the
medical examinations must be performed by different persons than the rest of
the hiring process due to the need-to-know principle, and we require that there
must be two independent medical examinations for each candidate performed
by different persons for high assurance of physical fitness of the candidates. The
information flows in this example are not entirely trivial, because even though
the medical details have to be kept confidential from anyone not involved in the



examinations, the final decisions (and only the decisions) must be released to the
human resources department so that the workflow can continue. Hence, there is
some information flow in the presence of separation of duty constraints, and it
is not immediately clear whether there might be subtle interrelations between
confidentiality and separation of duty. This motivated us to formally investigate
the compatibility of information flow security and safety properties.

Existing approaches such as [11] on security-preserving refinement can be
used to construct a system that satisfies both kinds of properties, but the me-
chanic modification of the safety property so that it preserves an unwinding
relation can lead to unexpected results. We propose to use compositionality [12]
for this purpose. A safety property can be enforced using an execution monitor
that runs in parallel with the target system and inhibits executions that would
violate the safety property. We can analyze such a monitor and verify that it does
not leak confidential information under certain conditions, and then compose it
with the target system. The composed system satisfies the safety property, and
the compositionality theorems of the MAKS framework give us sufficient condi-
tions under which this composition preserves information flow security.

The contribution of this paper is to state this approach formally. It can be ap-
plied to arbitrary safety properties, although manual effort seems to be necessary
for deriving sufficient conditions for compatibility with information flow security.
However, we believe that this manual effort can be very efficient when compat-
ibility results for whole classes of important safety properties are derived. The
two example properties that we use for illustration, namely separation of duty
and the enforcement of ordered delivery of messages between asynchronously
communicating systems, are relevant for many systems, and our results can be
instantiated for them simply by replacing the sets of underlying events accord-
ingly. If such a compatibility results exists for a safety property of interest and
its side conditions are satisfied, it allows us to prove information flow security
for a simplified system that does not need to satisfy the safety property, and
then enforce safety by composition with a monitor while preserving security.

The rest of this paper is structured as follows. In Section 2, we recall defini-
tions of state-event systems, information flow security and safety properties from
the literature. Section 3 describes our approach of using compositionality for the
security-preserving enforcement of safety properties and illustrates it with two
examples. Section 4 discusses related work and Section 5 concludes the paper.

2 Preliminaries

2.1 System Model

We briefly recall the definitions of (state-) event systems and security predicates
from the MAKS framework for possibilistic information flow [9] that we use in
this paper. An event system ES = (E, I,O, Tr) is essentially a (prefix-closed)
set of traces Tr ⊆ E∗ that are finite sequences of events in the event set E. The
disjoint sets I ⊆ E and O ⊆ E designate input and output events, respectively.



We denote the empty trace as 〈〉, the concatenation of traces α and β as α.β, and
the projection of a trace α onto a set E as α|E . In the composition ES1‖ES2 of
two event systems ES1 and ES2, the set of traces is the set of interleaved traces
of the two systems, synchronized on events in E1 ∩ E2:

Tr(ES1‖ES2) = {α ∈ (E1 ∪ E2)
∗ | α|E1

∈ Tr(ES1) ∧ α|E2
∈ Tr(ES2)}

Input events of one system matching output events of the other system are
connected (and vice versa) and thus become internal events of the composed
system. Note that we drop the assumption of [12] that all shared events of the
two components must be an output event of one component and an input of
the other. This allows us to formulate execution monitors for safety properties
as event systems with no input and output events of their own, such that the
composition of the monitor with a target system retains the input and output
events of the original target system. This notion of composition is in line with
the generalized parallel composition operator of CSP [16]. All proofs of compo-
sitionality of security predicates remain valid, as the concrete sets of input and
output events are not used in the proofs at all.1

Example 1. In [3], we defined the behavior of workflow systems in terms of the
behaviors of communicating subsystems representing individual activities of the
workflow. In our example workflow, activities correspond to nodes of the graph
in Figure 1. This approach makes the verification simpler and more scalable, as
it allows us to use the decomposition methodology of [7] to verify the security
of the overall system by verifying security properties of the subsystems. Each
activity a is modeled as an event system with a set of events Ea of the form
– Starta(u), starting the activity a and assigning it to the user u ∈ U ,
– Enda(u), marking the end of the activity,
– Senda(a

′,msg) and Recva(a′,msg), representing activity a sending message
msg to another activity a′ (or a receiving msg from a′, respectively),

– Setvala(u, i, val) and Outvala(u, i, val), representing a user u ∈ U writing
(or reading, respectively) the value val of data item i during activity a, and

– a set of internal events τa.
The behavior of these activities is modeled using internal states Sa and a tran-
sition relation Ta ⊆ Sa ×Ea × Sa, inducing the set of possible traces. The over-
all workflow system ESW = (‖a∈AESa) ‖ESP emerges from the composition of
these event systems ESa for every activity a ∈ A, together with a communication
platform ESP . The communication platform asynchronously forwards messages
between the activities. Upon composition with the platform, the communication
events between the activities become internal events of the composed system.
Only the communication events between activities and users remain input and
output events. These events form the user interface of the workflow system. ut

1 We verified this using an existing formalization of the MAKS framework for the
interactive theorem prover Isabelle. Removing the assumption of matching input
and output events has no effect on the validity of the proofs.



BSDV(Tr) ≡∀α, β ∈ E∗.∀c ∈ C. (β.c.α ∈ Tr ∧ α|C = 〈〉)
⇒ ∃α′ ∈ E∗.

(
α′|V = α|V ∧ α′|C = 〈〉 ∧ β.α′ ∈ Tr

)
BSIAρV(Tr) ≡∀α, β ∈ E

∗.∀c ∈ C. (β.α ∈ Tr ∧ α|C = 〈〉 ∧ β.c ∈ Tr ∧Admρ
V(Tr, β, c))

⇒ ∃α′ ∈ E∗.
(
α′|V = α|V ∧ α′|C = 〈〉 ∧ β.c.α′ ∈ Tr

)
FCIAρ,ΓV (Tr) ≡∀α, β ∈ E∗.∀c ∈ C ∩ Υ.∀v ∈ V ∩∇.

(β.〈v〉.α ∈ Tr ∧ α|C = 〈〉 ∧ β.c ∈ Tr ∧Admρ
V(Tr, β, c))

⇒ ∃α′ ∈ E∗.∃δ′ ∈ (N ∩∆)∗.(
α′|V = α|V ∧ α′|C = 〈〉 ∧ β.c.δ′.〈v〉.α′ ∈ Tr

)
Fig. 2. The MAKS basic security predicates BSD, BSIAρ, and FCIAρ,Γ

2.2 Information Flow Security

The MAKS framework defines a collection of basic security predicates (BSPs).
Many existing information flow properties from the literature can be expressed
as a combination of these BSPs. Each BSP is a predicate on a set of traces with
respect to a view V. A view V = (V,N,C) on an event system ES = (E, I,O, Tr)
is defined as a triple of event sets, where the set V defines the set of events that
are visible for an observer, C are the confidential events, and the events in N
are assumed to be neither visible nor confidential. A view is valid if V , N and
C are pairwise disjoint, and it is valid for ES if V , N and C form a disjoint
partition of E. Notable examples for BSPs, that we will use in this paper, are
backwards-strict deletion of confidential events (BSD), backwards-strict inser-
tion of admissible confidential events (BSIAρ), and forward-correctable insertion
of admissible confidential events (FCIAρ,Γ )2, defined in [12] as given in Figure 2.
Intuitively, BSD requires that the occurrence of confidential events must not be
deducible, while BSIA and FCIA require that the non-occurrence of confiden-
tial events must not be deducible. Technically, they are closure properties of
sets of traces. For example, if a trace in Tr contains a confidential event, then
BSD requires that a corresponding trace without the confidential event exists in
Tr that yields the same observations. This means the two traces must be equal
with respect to visible V -events, while N -events might be adapted to correct the
deletion of the confidential event.

In [12], compositionality results for these basic security predicates are pre-
sented. They give sufficient conditions under which security of a composed sys-
tem is implied by the security of its subsystems. Let us consider the composition
of two event systems ES1 and ES2 with event sets E1 and E2 and trace sets
Tr1 and Tr2, respectively. First, the views Vi = (Vi, Ni, Ci) for the subsystems
must form a proper view separation of the view V = (V,N,C) for the composed

2 The parameters ρ and Γ = (∇,∆, Υ ) control at which positions in traces it must be
possible to insert confidential events and which corrections are allowed, and admis-
sibility is defined as Admρ

V(Tr, β, e) ≡ ∃γ ∈ E
∗.
(
γ.〈e〉 ∈ Tr ∧ γ|ρ(V) = β|ρ(V)

)
.



system, i.e. V ∩Ei = Vi, C ∩Ei ⊆ Ci and Ni ∩Nj = ∅. Second, the components
must be well-behaved wrt. the views, i.e. if a shared event is used for corrections
in one component, then the other component must accept it at any time with-
out interfering with visible observations. We slightly reformulate the notion of
well-behaved composition given in Definition 6.3.6 of [13] as a well-behavedness
condition on the individual components to be composed:

Definition 1. The component ESi is well-behaved for Vi wrt. Vj, with i, j ∈
{1, 2} and i 6= j, if

– Nj ∩ Ei 6= ∅ implies total(ESi, Ci ∩Nj) ∧BSIAρEVi (Tri), and
– Nj ∩ Ei 6= ∅ ∧Ni ∩ Ej 6= ∅ implies FCIAρE ,Γi

Vi (Tri),

where ρE ((V,N,C)) = V ∪N ∪ C and Γi = (Ei ∩ Ej , Ei \ Ej , Ci ∩Nj).
The composition of ES1 and ES2 is well-behaved wrt. V1 and V2 if ES1 is

well-behaved for V1 wrt. V2 and ES2 is well-behaved for V2 wrt. V1.

Third, specific side conditions for the security predicate in question must be
satisfied. For BSD and BSIA, this is summarized in the following corollary:

Corollary 1 (of Theorem 6.4.1 in [13]). Let V1 and V2 be a proper separation
of V and let the composition of ES1 and ES2 be well behaved wrt. V1 and V2.
Then the following holds:

– BSDV1(Tr(ES1)) ∧BSDV2(Tr(ES2)) implies BSDV(Tr(ES1‖ES2)).
– If BSDVj (Tr(ESj)) and ρj(Vj) ⊆ ρ(V) ∩ Ej for all j ∈ {1, 2}, then
BSIAρ1V1(Tr(ES1)) ∧BSIAρ2V2(Tr(ES2)) implies BSIAρV(Tr(ES1‖ES2)).

For details of the compositionality of other basic security predicates, see [13].

Example 2. In our example workflow, we consider the contents of the medical re-
ports as confidential information. Hence, we classify system events representing
the input our output of medical reports (i.e. events of the form Setvala(u, i, v)
and Outvala(u, i, v) with i ∈ {MedReport1,MedReport2} and a being on the
medical activities) as confidential events. The events belonging to activities of
the human resources department that do not handle medical information can be
considered as potentially visible to an observer. This gives rise to a security view
on the overall system, and the security predicates BSD and BSIA formalize
the requirement that someone who observes or participates in visible activities
cannot deduce information about the occurrence or non-occurrence of confiden-
tial events and, hence, the values of confidential data items. See [3] for detailed
definitions of the security views and predicates. We used compositionality for
the verification of information flow security by applying the methodology of [7]
to decompose the overall security property into properties of the subsystems,
and verifying those using an unwinding technique [10]. ut



2.3 Safety Properties

A safety property can be characterized by a “bad thing” that must not happen
[1]. Hence, it can be formalized as the set of traces where this bad thing does
not occur. For example, consider a separation of duty constraint between two
activities. The bad thing happens when the same user performs both activities.

Example 3. Consider a system that includes several activities to be performed
with user interaction, such as our workflow system of Example 1. Let a and a′ be
two activities between which a separation of duty constraint shall be enforced,
for example the medical examinations T6 and T9 in Figure 1. Let Ea and Ea′ ,
respectively, denote the sets of events belonging to these activities, let EW denote
the set of all events of the workflow system, let U be a set of users, and let Eu
denote the events of interaction between user u ∈ U and the system. Separation
of duty between a and a′ is represented by the set of traces

{α ∈ E∗W | ∀u, u′ ∈ U. ∀e1, e2 ∈ α.(e1 ∈ (Ea ∩ Eu) ∧ e2 ∈ (Ea′ ∩ Eu′))→ u 6= u′}

It contains only traces where the users participating in a are different from those
participating in a′. We denote this safety property as P a,a

′

SoD. ut

Such a safety property can be enforced by an execution monitor that is run
in parallel with the target system and inhibits executions that would violate the
property. Note that the above property is defined solely in terms of events in
(Ea ∪ Ea′) ∩ EU , where EU =

⋃
u∈U Eu denotes the set of all user interaction

events. Hence, other events are irrelevant for this property and can be ignored
by an execution monitor. This is captured in the following notion of relevant
events:

Definition 2. Let P ⊆ E∗ be a safety property, i.e. a set of traces composed of
events in E. The set EP ⊆ E is a relevant set of events for P iff for all τ ∈ E∗
it holds that τ |EP

∈ P implies τ ∈ P .

A monitor can then be defined as an event system with a relevant set of
events and a set of traces that satisfies the property:

Definition 3. Let P be a safety property. A monitor for P is an event system
ES = (E, I,O, Tr) such that E is a relevant set of events for P and Tr ⊆ P .

Composing a target system with the monitor yields a system that satisfies
the safety property:

Lemma 1. Let ES = (E, I,O, Tr) be an event system and ESP = (EP , IP ,
OP , TrP ) be a monitor for a safety property P . Then Tr(ES‖ESP ) ⊆ P . Fur-
thermore, if EP ⊆ E, then Tr(ES‖ESP ) ⊆ Tr(ES) ∩ P .

This follows directly from the definitions of relevant events, monitor, and set
inclusion. For simplicity, we assume below that the set of monitor events is a



subset of the events of the target system.3 In this case, the composed system
is a refinement of the original system, in the sense that the set of traces of the
composition is a subset of the traces of the original system, and it satisfies the
safety property.

3 Secure Composition with Safety Monitors

Now that we have cast the enforcement of a safety property as a composition of
the target system with a monitor, we can leverage compositionality results for
information flow predicates to obtain conditions under which the enforcement of
the safety property preserves information flow security. Consider the situation
that we have a target system that we have already proven secure, but that does
not yet satisfy a safety property, and we have a monitor for that safety property.
The idea is that with a proof that the monitor itself is secure wrt. a suitable
security view for the monitor,4 we can derive the security of the composed system
via compositionality of the security predicate, provided that
– the security views for the monitor and the target system form a proper view

separation wrt. a view for the composed system,
– the monitor and the target system are well-behaved for their view wrt. the

view of the other component, and
– the side conditions for the compositionality of the desired security predicate

are satisfied.
In this paper, we consider not a single target system, but we aim to find sufficient
conditions under which the composition of the monitor with arbitrary target
systems preserves security. We approach this problem by focusing on the monitor
first and searching for sufficient conditions on the security view that guarantee
that the monitor is well-behaved and secure. These conditions give rise to a set
of views for potential target systems and corresponding views for the monitor:

Definition 4. Let P be a safety property, ESP be a monitor for P and SP be a
security predicate. A view-aware monitor for P is a tuple (ESP ,VsP , πP ), where
VsP is a set of views for potential target systems ES, and πP is a function from
views for target systems to views for the monitor. A view-aware monitor is

– valid if for every view V ∈ VsP , it holds that V is valid, πP (V) is valid for
ESP , and V and πP (V) form a proper view separation for some V ′.

3 If the monitor has internal events of its own that are not events of ES, then these
internal events also appear in the composition ES‖ESP . In our examples and at
the abstraction level that we consider in this paper, such internal events are not
necessary. For implementing the enforcement, however, internal monitor events could
be added to the system in a subsequent action refinement step [6], if necessary.

4 Which is typically different to the view for the target system because it is restricted
to the set of relevant monitor events, and because monitored events that are neutral
N -events for the target system have to be considered confidential C-events for the
monitor (or vice versa) due to the constraints in the definition of proper view sepa-
ration (particularly Ni ∩Nj = ∅, i.e. an event cannot be used for corrections in both
components). See Section 3.2 for an example where this plays a role.



– well-behaved if for every V ∈ VsP , ESP is well-behaved for πP (V) wrt. V.
– secure wrt. SP if for every V ∈ VsP , ESP satisfies SP for πP (V).

Intuitively, a view-aware monitor is enriched with a set of compatible security
views for potential target systems and corresponding views for the monitor. Once
we have shown a view-aware monitor for P to be well-behaved and secure wrt.
a security predicate SP , and we have a concrete target system at hand that
satisfies SP wrt. a compatible view V ∈ VsP , we just have to show the remaining
conditions on the target system: that ES is well-behaved for V wrt. πP (V), and
the side conditions for the compositionality of SP are satisfied. The resulting
composed system satisfies both the safety property P (by Lemma 1) and the
security predicate SP wrt. a view V ′, for which V and πP (V) form a proper view
separation (by Corollary 1). As a trivial example, a monitor for an arbitrary
safety property is well-behaved and secure wrt. (almost) any security predicate
if the relevant events are all confidential or all visible in the target system.

Theorem 1. Let ESP = (EP , IP , OP , T rP ) be a monitor for a safety property
P . The view-aware monitor (ESP ,VsP , πP ) with

VsP = {(V,N,C) | valid ((V,N,C)) ∧ EP ⊆ V ∨ EP ⊆ C}

πP ((V,N,C)) = (V ∩ EP , ∅, C ∩ EP )

is valid, well-behaved and secure wrt. BSD and FCIAρ,Γ , and it is secure wrt.
BSIAρ if ρ(πP (V)) ⊇ C ∩ EP for any V ∈ VsP .

This follows directly from Theorems 3.5.7 and 3.5.16 of [13] about trivially
satisfied BSPs and the fact that well-behavedness is trivially satisfied if there
are no shared N -events. We now illustrate our approach with two more specific
examples of safety properties, namely separation of duties between activities in
a workflow system, and the enforcement of ordered delivery of messages by an
asynchronous communication platform.

3.1 Separation of Duty

We have seen in Example 3 how to formalize separation of duty as a safety
property. We could enforce this property using a monitor with event set Ea,a

′

SoD =

(Ea ∪ Ea′) ∩ EU and the traces in P a,a
′

SoD projected onto these events. However,
it is useful to refine our monitor by adding two parameters that give us more
flexibility for formulating conditions for security.

– We designate a set Eassign ⊆ Ea,a
′

SoD of events that are used to assign a user
to an activity. The monitor then enforces that a single user is not assigned
to both a and a′, and that any interaction between a user and an activity is
only allowed to happen after that user has been assigned to the activity.

– The set Edisabled ⊆ Ea,a
′

SoD contains events that do not occur at runtime at
all. This can be used to make explicit static knowledge of disabled events,
e.g. a subset of users not being allowed to perform certain actions.



Lemma 2. The event system ESa,a
′

SoD =
(
Ea,a

′

SoD, ∅, ∅, T r
a,a′

SoD

)
is a monitor for

P a,a
′

SoD, where E
a,a′

SoD = (Ea ∪ Ea′) ∩ EU and

Tra,a
′

SoD =
{
α ∈

(
Ea,a

′

SoD

)∗
| ∀u, u′ ∈ U. ∀e, e′ ∈ set(α).

((e ∈ (Ea ∩ Eu) ∧ e′ ∈ (Ea′ ∩ Eu′) −→ u 6= u′)

∧
(
set(α) ∩ (Ea ∩ Eu ∩ Eassign) = ∅ −→ set(α) ∩ (Ea ∩ Eu) = ∅

)
∧
(
set(α) ∩ Edisabled = ∅

) }

This follows from Tra,a
′

SoD ⊆ P a,a
′

SoD and Ea,a
′

SoD being a relevant event set. We
can show that this monitor satisfies BSD, BSIA and FCIA if

– user assignment is non-confidential, or
– only confidential or only visible user interaction events are enabled, or
– the separation of duty constraint is enforced statically (i.e. the sets of users

for whom interaction events with a and a′ are enabled, respectively, are
disjoint) and dynamic user assignment is permissive (i.e. Eassign = Ea,a

′

SoD).

Formally, these conditions are captured in Vsa,a
′

SoD of the following definition:

Lemma 3. The view-aware monitor
(
ESa,a

′

SoD,Vs
a,a′

SoD, π
a,a′

SoD

)
with

Vsa,a
′

SoD =
{
(V,N,C) | valid ((V,N,C)) ∧ Ea,a

′

SoD ⊆ V ∪ C
∧
(
Eassign ⊆ V

∨
(
V ∩ Ea,a

′

SoD ⊆ E
disabled ∨ C ∩ Ea,a

′

SoD ⊆ E
disabled

)
∨
(
users(Ea) ∩ users(Ea′) = ∅ ∧ Eassign = Ea,a

′

SoD

)}
πa,a

′

SoD ((V,N,C)) =
(
V ∩ Ea,a

′

SoD, ∅, C ∩ E
a,a′

SoD

)
where users(E) =

{
u ∈ U | ∃e ∈

(
(E \ Edisabled) ∩ Eu

)}
, is valid, well-behaved

and secure wrt. BSD, BSIAρ and FCIAρ,Γ if ρ(V) ⊇ Eassign.

The proofs of this and the following lemmas and theorems can be found in
Appendix A.

For this monitor, the security predicates BSD, BSIAρ and FCIAρ,Γ (for
suitable ρ) are preserved upon composition as follows:

Theorem 2. Let ES = (E, I,O, Tr) be an event system and V ∈ Vsa,a
′

SoD be a
view for ES. Then

– BSDV(Tr) implies BSDV(Tr(ES‖ESa,a
′

SoD)), and
– BSDV(Tr)∧BSIAρV(Tr) implies BSIAρV(Tr(ES‖ES

a,a′

SoD)) if ρ(V) ⊇ Eassign.



– BSDV(Tr)∧BSIAρV(Tr)∧FCIA
ρ,Γ
V (Tr) implies FCIAρ,ΓV (Tr(ES‖ESa,a

′

SoD))
if ρ(V) ⊇ Eassign.

This means that if the target system satisfies one of the above combinations of
security predicates, then the monitored system ES‖ESa,a

′

SoD still satisfies it, and
it additionally satisfies the separation of duty property (by Lemma 1).

Example 4. In our workflow scenario, we only considered the values of data
items confidential, not the identity of participants in the workflow. We therefore
simply used the events of the form Starta(u) as assignment events and chose a
view that considers these events as visible. Hence, the case Eassign ⊆ V applies5
and we can use Theorem 2 for the security-preserving enforcement of arbitrary
separation of duty constraints. ut

3.2 Ordered Delivery of Asynchronous Messages

Another safety property we encountered while working on [3] is the guarantee
of ordered delivery of messages by the asynchronous communication platform.
When we specified our workflow system in terms of communicating subsystems
in [3], we did not include any guarantees regarding message delivery in the
specification of the communication platform. This simplified the specification of
the platform and the proof of compositionality, but it made the specifications
of the communicating subsystems more complex. We had to introduce explicit
acknowledgment messages and make the subsystems wait for acknowledgments
before continuing with a communication protocol in some cases. Message delivery
ordering per sender-receiver pair, i.e. the guarantee that messages between two
components are received in the order that they are sent, makes these explicit
acknowledgments unnecessary in the cases we encountered. It turns out that
we can use the same compositional approach as above to analyze the impact
that this refinement of the communication platform has on the requirements
regarding information flow.

We first formulate ordered delivery as a safety property. Let sentMsgs(a, b, α)
and rcvdMsgs(b, a, α) denote the sequences of messages m contained in the se-
quences of events of the form Senda(b,m) or Recvb(a,m), respectively, in a trace
α, and let � be the prefix order on traces. Ordered delivery can be formulated
as

TrCD = {α | ∀a, b. rcvdMsgs(b, a, α) � sentMsgs(a, b, α)}

The event system ESCD = (ECD, ∅, ∅, T rCD) with the relevant set of events

ECD = {e | ∃a, b,m. e = Senda(b,m) ∨ e = Recvb(a,m)}
5 Note that Eassign ⊆ V does not mean that these events have to be visible for an
observer of the system, it just means that if we are able to prove security wrt. this
view, then the system is secure even if user assignment were visible for an observer.
This notion of strengthening views is captured formally in Theorem 1 of [12], for
example.



is a monitor for ordered delivery, assuming communication between components
is represented by Send and Recv events of the form given above.

It turns out that, in order for the refined communication platform to be
secure, we have to treat Recv events corresponding to confidential Send events as
N -events. The reason is that we might have to correct the deletion or insertion of
a confidential Send event by removing or inserting a corresponding Recv event at
the correct position in the trace in order to preserve the correct order of delivery.

Lemma 4. The view-aware monitor (ESCD,VsCD, πCD) with

VsCD =
{
(V,N,C) | valid ((V,N,C)) ∧ ECD ⊆ V ∪N ∪ C

∧Senda(b,m) ∈ V ←→ Recvb(a,m) ∈ V
∧Senda(b,m) /∈ V ←→ Recvb(a,m) ∈ C

}
NCD(C) = C ∩ {e | ∃a, b,m. e = Recva(b,m)}

πCD ((V,N,C)) = (V ∩ ECD, NCD(C), ECD \ (V ∪NCD(C)))
is valid, well-behaved and secure for BSD and BSIAρ and FCIAρ,ΓCD for any
ρ and ΓCD = (∇CD, ∆CD, ΥCD) = (ECD, ∅, ECD).

In this case, there are further side conditions on the target system that follow
directly from the requirement of well-behavedness. Moreover, confidential Recv
events become neutral in the security view of the composed system. Confidential
Send events, however, and thus the message contents, remain confidential.

Theorem 3. Let ES = (E, I,O, Tr) be an event system and V = (V,N,C) be
a view for ES such that

– V ∈ VsCD, and
– total(ES,NCD(C)), and
– BSDV(Tr) ∧BSIAρV(Tr) holds for some ρ, and
– N ∩ ECD 6= ∅ implies FCIAρ,ΓV for some Γ = (∇, ∆, Υ ) with ECD ⊆ ∇,
ECD ⊆ Υ , and ECD ∩∆ = ∅.

Then BSDV′(Tr(ES‖ESCD))∧BSIAρV′(Tr(ES‖ESCD)) holds for V ′ = (V,N∪
NCD(C), C \NCD(C)), and FCIAρ,ΓV (Tr) implies FCIAρ,ΓV′ (Tr(ES‖ESCD)).

Example 5. In [3], we have already proven BSD and BSIA for our workflow
system wrt. a view such that most of the preconditions of Theorem 3 are sat-
isfied, i.e. non-visible Recv events are treated as confidential and are accepted
at any time by the individual subsystems. However, we had to use some Send
events for corrections in our proofs. Hence, N ∩ ECD 6= ∅ holds and in order to
apply Theorem 3, we get FCIA as an additional proof obligation.6 As FCIA is
6 The reason for this, explained in [13, pages 132f], is that without FCIA, a component
might correct the receipt of a confidential message by sending another message,
which might again make a correction necessary in the receiving component, and
so on, leading to an infinite chain of corrections. FCIA solves this by restricting
corrections in response to communication events. It is still possible for components
to use Send messages for corrections, but not in direct response to the receipt of a
confidential message.



relatively similar to BSIA and we had already proven BSIA for the activities
in our example workflow, it turns out to be easy to prove in this case. ut

4 Related Work

The connection between safety properties and execution monitors is elaborated
in [18]. Information flow security is of a different nature than safety properties.
In [9], possibilistic information flow properties are characterized as closure prop-
erties on the whole sets of traces of a system. Hence, removing traces in order to
enforce a safety property can invalidate such a closure property. This explains
the refinement paradox, which was already observed in early works such as [8].

The idea of using composition for the security-preserving enforcement of
safety properties also occurs in [15, Section 3.2] for the framework of McLean’s
selective interleaving functions. We apply and elaborate this idea in the context
of the MAKS framework [9], which has been shown to be more expressive than
McLean’s framework [14]. We demonstrate the approach by deriving three results
giving explicit and succinct conditions for the security-preserving enforcement
of safety properties (Theorems 1 to 3). For this purpose, we heavily rely on the
well-developed MAKS framework, in particular its compositionality results [12].

In the context of MAKS, a paper with a goal very similar to ours is [11].
The approach is different, however. It requires a proof of security of the target
system via unwinding, and then modifies the safety property to be enforced by
removing or adding traces so that the unwinding conditions are preserved. It
works with arbitrary safety properties, but the result can be hard to predict, as
it depends heavily on the unwinding relation that is used. We see this approach
as complementary to ours. It can be used if compatibility results as we presented
them above are not available for the safety property in question.

There are approaches for security-preserving process refinement (i.e. reduc-
ing the set of possible traces) also for other notions of information flow security.
[17] considers confidentiality-preserving refinement for probabilistic information
flow. [19] builds upon the MAKS framework, but modifies the notions of system
specification and security predicates to make the distinction between underspec-
ification and unpredictability explicit. [4] uses a similar approach to [11], but
in the context of a process algebra and bisimulation-based notions of security.
Which of the available approaches is best suited for a concrete application de-
pends on the precise security requirements at hand.

5 Conclusion

In this paper, we have focused on the compatibility of possibilistic information
flow security and safety properties. We have described how existing composi-
tionality results for information flow predicates can be used to derive sufficient
conditions for compatibility with a given safety property. We found this approach
to be useful in our case study of verifying the specification of a distributed work-
flow management system [3].



While Theorem 1 applies to arbitrary safety properties, results like our Theo-
rems 2 and 3 have to be derived for each safety property of interest individually.
However, it is worth pointing out that the compatibility result for separation
of duty is parametric in the event sets and can therefore be instantiated for
arbitrary systems where users participate in distinct activities in the presence
of separation of duty constraints. Similarly, ordered delivery can be applied to
any system with asynchronous message passing. This demonstrates that compo-
sitional reasoning can be used to derive compatibility results for whole classes
of common safety properties.

In this paper, we have considered systems and properties on a high level
of abstraction. In order to move to a more concrete level of implementation
detail, we intend to focus on action refinement in future work. Combined with
the compositional reasoning described in this paper and in [3], this facilitates a
step-wise development process. Eventually, we hope to integrate these techniques
into a development tool for provably secure workflow management systems.
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A Proofs

Proof (of Lemma 1). Let τ ∈ Tr(ES‖ESP ) be an arbitrary but fixed trace of
the composed system. By the definition of composition, τ |EP

∈ TrP holds. By
the definition of monitor, TrP ⊆ P , so τ |EP

∈ P follows, and EP is a relevant
set of events for P , hence τ |EP

∈ P implies τ ∈ P . As this holds for arbitrary
traces of the composed system, Tr(ES‖ESP ) ⊆ P follows.

Furthermore, if EP ⊆ E, then the set of events of the composed system is E,
so for every trace of the composed system τ ∈ Tr(ES‖ESP ), τ |E = τ holds. As
τ |E ∈ Tr by the definition of composition, τ ∈ Tr follows for every trace of the
composed system, so Tr(ES‖ESP ) ⊆ Tr holds. ut

Proof (of Theorem 1). Let V = (V,N,C) be the view of the target system and
VP = πP (V) = (VP , NP , CP ) be the corresponding view for the monitor. From
the definitions VsP and πP it follows that the view-aware monitor is valid. Due
to NP = ∅, well-behavedness of the monitor is trivially satisfied. The assumption
V ∈ VsP implies EP ⊆ V ∨ EP ⊆ C. Therefore, either VP = ∅ or CP = ∅ holds.
Hence, BSDVP (TrP ) is implied by Theorem 3.5.7 of [13], while BSIAρVP (TrP )
and FCIAρ,ΓVP (TrP ) are implied by Theorem 3.5.16 of [13] for arbitrary Γ and,
in the case of FCIA, for arbitrary ρ, while in the case of BSIA, the sufficient
condition ρ(VP ) ⊇ CP ∪NP is equivalent to the assumption ρ(VP ) ⊇ C∩EP . ut

Proof (of Lemma 2). From the definition of P a,a
′

SoD in Example 3, it can easily be
seen that Ea,a

′

SoD = (Ea ∪Ea′) ∩EU is a relevant set of events for P a,a
′

SoD and that
Tra,a

′

SoD ⊆ P
a,a′

SoD holds. ut



Proof (of Lemma 3). It easily follows from the definitions of Vsa,a
′

SoD and πa,a
′

SoD

that V is valid, πa,a
′

SoD(V) is valid for ESa,a
′

SoD, and V and πa,a
′

SoD(V) form a proper
view separation of V for any V ∈ Vsa,a

′

SoD. Hence,
(
ESa,a

′

SoD,Vs
a,a′

SoD, π
a,a′

SoD

)
is a

valid view-aware monitor for P a,a
′

SoD.
Let V ∈ Vsa,a

′

SoD be an arbitrary but fixed view compatible with the view-
aware monitor for separation of duty. As the set of N -events of πa,a

′

SoD(V) is
empty, well-behavedness of ESa,a

′

SoD for πa,a
′

SoD(V) wrt. V is trivially satisfied.
We now prove BSD

πa,a′
SoD(V)(Tr

a,a′

SoD). Let β.c.α be a trace in Tra,a
′

SoD and c ∈

C ∩ Ea,a
′

SoD be a confidential event. As Tra,a
′

SoD is prefix-closed, β ∈ Tra,a
′

SoD. We
show that β.α ∈ Tra,a

′

SoD by a case distinction on the disjunction in the definition
of Vsa,a

′

SoD:

– Eassign ⊆ V : This means that c /∈ V is not an assignment event, hence all
events in α are still enabled after removing c.

– V ∩ Ea,a
′

SoD ⊆ Edisabled: With α|C = 〈〉, this means α = 〈〉.
– C ∩ Ea,a

′

SoD ⊆ Edisabled: With c ∈ C ∩ Ea,a
′

SoD being enabled, this leads to a
contradiction.

– users(Ea) ∩ users(Ea′) = ∅ ∧ Eassign = Ea,a
′

SoD: As dynamic user assignment
does not play a role in this case, all events in α are still enabled after removing
c.

We now prove BSIAρ
πa,a′
SoD(V)

(Tra,a
′

SoD). Let β.α be a trace in Tra,a
′

SoD and c ∈

C ∩Ea,a
′

SoD be a confidential event such that Admρ

πa,a′
SoD(V)

(Tra,a
′

SoD, β, c) holds. The

latter, combined with Eassign ⊆ ρ
(
πa,a

′

SoD(V)
)
, implies that either an assignment

event enabling c must have occurred in β, or c is itself an assignment event
enabled after β, hence β.c ∈ Tra,a

′

SoD. The fact that α is still enabled after in-
serting c, and therefore β.c.α ∈ Tra,a

′

SoD holds, is proven using a case distinction
analogously to the proof of BSD.

FCIAρ,Γ
πa,a′
SoD(V)

(Tra,a
′

SoD) for arbitrary Γ follows directly from Theorem 3.5.17

of [13] due to the facts that BSIAρ
πa,a′
SoD(V)

(Tra,a
′

SoD) holds and the set of N -events

for the monitor is empty. ut

Proof (of Theorem 2). Let ρ and Γ = (∇, ∆, Υ ) for the target system be arbitrary
but fixed such that ρ(V) ⊇ Eassign holds. From V ∈ Vsa,a

′

SoD and Lemma 3, we
know that ESa,a

′

SoD is well-behaved for πa,a
′

SoD(V) wrt. V and that BSD, BSIAρ
′

and FCIAρ
′,Γ ′

hold for πa,a
′

SoD(V) and Tr
a,a′

SoD, where ρ
′(πa,a

′

SoD(V)) = ρ(V)∩Ea,a
′

SoD

and Γ ′ = (∇′, ∆′, Υ ′) is arbitrary. We also know that ES is well-behaved for V
wrt. πa,a

′

SoD(V) because there are no shared N -events: V ∈ Vsa,a
′

SoD implies Ea,a
′

SoD ⊆
V ∪ C, and hence Ea,a

′

SoD ∩ N = ∅. Therefore, ES and ESa,a
′

SoD are well-behaved
wrt. V and πa,a

′

SoD(V).



Moreover, the definition of πa,a
′

SoD and the fact that there are no shared N -
events implies that V and πa,a

′

SoD(V) form a proper view separation of V itself.
Hence, we can use Theorem 6.4.1 of [13] to derive security predicates for the
composition of the target system and the monitor wrt. V. For BSD and BSIA,
these follow directly from BSD and BSIA for the target system and the monitor.
For FCIA, the additional side conditions of Theorem 6.4.1 of [13] are satisfied as
follows: The conditions involving N -events are trivially satisfied due to the fact
that there are no shared N -events, and the conditions ∇ ∩ Ea,a

′

SoD ⊆ ∇′ and Υ ∩
Ea,a

′

SoD ⊆ Υ ′ can be satisfied by choosing Γ ′ = (∇′, ∆′, Υ ′) = (ESa,a
′

SoD, ∅, ES
a,a′

SoD)
for the monitor. ut

Proof (of Lemma 4). Let V ∈ VsCD be an arbitrary but fixed view compatible
with ordered delivery. By definition, V is valid, and from NCD(C) ⊆ ECD it
follows that πCD(V) is a valid view for ESCD. Moreover, it can easily be checked
that V = (V,N,C) and πCD(V) = (V ∩ ECD, NCD(C), ECD \ (V ∪ NCD(C)))
form a proper view separation of V ′ = (V,N∪NCD(C), C\NCD(C)): Non-visible
Recv events are treated as confidential by the target system due to the definition
of VsCD, and they are used for corrections by the monitor. Hence, they become
N -events in V ′, while other events remain unchanged. In detail, the conditions
that V and πCD(V) form a proper view separation of V ′ are satisfied as follows:
– V ∩ E = V , (C \NCD(C)) ∩ E ⊆ C,
– V ∩ ECD = V ∩ ECD, (C \NCD(C)) ∩ ECD ⊆ ECD \ (V ∪NCD(C)), and
– N ∩NCD(C) = ∅.

Moreover, ECD is a relevant set of events for TrCD, as events other than Send
or Recv events are irrelevant. Hence, (ESCD,VsCD, πCD) is a valid view-aware
monitor for TrCD.

We now prove BSIAρπCD(V)(TrCD) for arbitrary ρ. Let β.α ∈ TrCD be a
trace and c ∈ ECD \ (V ∪ NCD(C)) be an event confidential in πCD(V). This
means that c must have the form Senda(b,m), because Recv events confidential
in V are contained in NCD(C). We then have β.c ∈ TrCD, because of β ∈ TrCD,
due to the prefix-closure of TrCD, and the fact that ESCD is total in Send
events, i.e. a Send event can be appended to any trace. In order to obtain a
valid corrected trace β.c.α′ ∈ TrCD, we might have to insert a corresponding
event n = Recvb(a,m). As Senda(b,m) /∈ V , the event n must be in C due to
the definition of VsCD. Hence, n ∈ NCD(C), so we are allowed to use it for
corrections. We just have to find the right position, if there is one, to insert n
into α to obtain a corrected trace. The sequence of messages in transit from a
to b after β is the difference between rcvdMsgs(b, a, β) and sentMsgs(a, b, β). If
a sequence of Recv events delivering these messages is contained in α, we insert
n after the last of these events and obtain β.c.α′ ∈ TrCD.

The proof ofBSDπCD(V)(TrCD) proceeds analogously, except that we remove
n instead of inserting it.

For proving FCIAρ,ΓπCD(V)(TrCD), we assume β.v.α ∈ TrCD with v ∈ V ∩
ECD. Let c ∈ ECD \ (V ∪NCD(C)) be a confidential event. Again, c must have
the form Senda(b,m). We then have β.c.v ∈ TrCD, because v is either another



Send event or a Recv event for a message that is ready for delivery after β; in
both cases, v is still enabled after inserting c. We can then correct α in the same
way as in the proof of BSIA and obtain β.c.v.α′ ∈ TrCD.

The definition of VsCD guarantees that N does not contain Recv events,
hence the intersection of N and the set of events confidential for the monitor
can only contain Send events. ESCD is total in Send events and satisfies BSIA.
Moreover, FCIA guarantees that ESCD can handle Send events used for cor-
rections by the target system without causing further corrections. Note that it is
not a problem here that the parameter Γi in the definition of well-behavedness
is different from ΓCD: Due to Theorem 3.5.14 of [13], ΓCD is stronger than nec-
essary for well-behavedness, because at least the necessary events are contained
in ∇CD and ΥCD, and less events are contained in ∆CD = ∅. Ultimately, we
conclude that ESCD is well-behaved for πCD(V) wrt. V. ut

Proof (of Theorem 3). We have already shown in the proof of Lemma 4 that
V ∈ VsCD and πCD(V) form a proper view separation of V ′. Furthermore,
Lemma 4 and the preconditions of Theorem 3 imply both the well-behavedness
of monitor and target system (where Γ is sufficient for well-behavedness by the
same argument as in the proof of Lemma 4) as well as the preconditions of the
Compositionality Theorem 6.4.1 of [13]. The side conditions for FCIA are triv-
ially satisfied due to the conditions on Γ and the definition of ΓCD; in particular,
∆∩ECD = ∅ and ∆CD ∩E = ∅ hold. Hence, we can apply the compositionality
theorem and derive the desired security properties for the composed system. ut
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