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Abstract

Business process management has become an important topic and a subject of lively discussion, especially the conceptual modeling of business processes. This task is time-consuming and the outcome depends strongly on the mindset of the designer. Meanwhile, recent research is focusing on inductive reference modeling, especially based on minimal graph-edit distance. In contrast to related work, this innovative approach operationalizes reference models as an abstract model that can be transformed in a minimal number of steps towards individual business process models. The formulated optimization problem of minimal graph-edit distance is approximated using a variant of genetic algorithms. The method is applied to relevant real-world examples of individual business process models to evaluate inductive reference model development following evolution strategies. Therefore, the presented approach is implemented prototypically as proof-of-concept, and thus proves its practical usage.

1 Introduction

1.1 Motivation

Business Process Management (BPM) has become an important topic and a subject of lively discussion, especially the conceptual modeling of business processes. BPM provides important concepts, methods and techniques for the organizational practice, e.g. different languages for business process modeling. In general, individual models are developed to document and analyze business processes, e.g. for the purpose of process optimization [19]. The modeling task is time-consuming and the realized value of the result depends strongly on the mindset of the process designer. Among other reasons, that is why the trend within organizations is going into the direction of reusing existing practices as a reference for the design process in order to save costs and to assure a higher quality of one’s own individual business process models [3]. Therefore, reference models are an important topic that is still being discussed and researched.

Reference modeling approaches can either follow the deductive or inductive development strategy [12]. While deductive development is based on general theories, the inductive modeling is based on consolidation of real-world business process data. Beside the described use case of optimizing the
modeling process within one organization by having a reference model at hand, the inductive reference model development might be of great use in other current problem fields as well. The harmonization of business processes that are typically behind of individual business process models, evolving as output of controlled modeling from different perspectives and point of views of different employees for example is one interesting use case. Another one is the analysis of discrepancies between different business processes within the same application domain, which is also supported by reference model mining. So far, research has mainly focused on the deductive strategy, and only partially on the inductive one. Furthermore, no consistent definition of the reference model terminology exists, although a common understanding in the reference modeling community has developed into the direction of universal applicability and reusability as most important characteristics [2], [12], [28].

- **Universal applicability:** A reference model has to be valid for as many organizations as possible within the same domain, which were not necessarily considered during the inductive development process.

- **Reusability:** A reference model has to be adapted to individual models describing the same business process in as few modeling steps as possible.

These characteristics lead to positive economic benefits [2], increasing modeling effectiveness and efficiency, resulting in cost and time reduction [3]. Motivated by the unused potential of the inductive strategy, the relevance for a systematic method to operationalize reference models is given. This fact is addressed by the following work that can be classified as design science research [18].

### 1.2 Problem statement

Given individual business process models as input, each model is considered as directed graph. The input data is required to consist of several real-used and proven business processes of satisfying quality, modeled in the same modeling language, preferably with SESE regions to simplify recombination. It is assumed that business process models add up to a representative selection, including as many variants as available of business processes out of the same application domain in order to represent profound data. For example, the individual models can be acquired by professional service firms (e.g. strategic consulting companies) among different organizations. The presented method integrates over this set of individuals in order to find a reference model similar to the variants by definition, using a genetic algorithm for solving the classical NP-hard [14] optimization problem of minimal graph-edit distance (GED) between the reference model and all individual models, proven by the reduction to the travelling salesman problem. No special optimization procedure exists, so that a general method has to be applied to obtain an approximated solution. This strategy of finding an abstract model is opposed to the integration of the individual models into some kind of super-model. The minimal graph edit distance [13] is defined as the minimal number of operations to transform one graph into another. Valid operations are the insertion, substitution and deletion of nodes and edges. In general, the problem belongs to the class of NP-complete problems [31] due to the underlying mapping problem. Regarding this problem, it is assumed in this paper that the mapping between the nodes of two different graphs is given a priori. Identical nodes are identified by identical labels or defined as gold standard, provided for example in form of a map file to the algorithm. Evolutionary algorithms [16] are initialized by an initial population of individuals in a first generation. A genetic algorithm belongs to the classical variants of evolutionary algorithms, being the closest ones to the paradigm of the biological evolution in the sense of terminology and methodology. It provides a framework for solving optimization problems. The variant described in this paper is designed for the application to real-world business process data.
This paper is organized as follows: After a survey of recent related work (section 2), the calculation of graph-edit distance as fitness function is introduced (section 3). Then, an overview of the entire optimization process is presented, describing each component of the genetic algorithm in detail (section 4). Afterwards, the results of the method are shown and evaluated (section 5), applied to real-world examples of business processes. Furthermore, the overall approach is discussed (section 6) and findings are concluded based on the results (section 7). Finally, future work is exposed, addressing the current limitations of the method in relation to the requirements and assumptions (section 8).

2 Related work

In recent research, especially the graph-edit distance has been applied to inductive reference model development approaches. Ardalani et al. [1] demonstrate a heuristic method, defining a minimal cost of change function based on minimal graph-edit distance. The reference model is iteratively developed by using this function in order to match the underlying individual business process models. Compared to our approach, we have formulated the problem as optimization problem, approximated by the powerful concept of genetic algorithms, not limiting the possible solution in the way it is constructed. In general, genetic algorithms are easy to extend and generally applicable without the need of making assumptions about the optimization problem itself. That is the reason why more and more genetic algorithms are considered for modeling and optimization purposes. For example Genetic Process Mining (GPM) tries to derive processes based on logs [7]. Chang et al. [6] and Gen et al. [15] apply genetic algorithms for project management purposes to solve resource planning, network model and optimization problems. Yahya et al. [30] have used first genetic algorithms for the inductive derivation of reference models. However, the fitness function is defined by proximity distance measure based on incoming and outgoing edges of nodes. The proposal in this paper, making use of GED to measure the similarity, is more evident as operationalization. Also, the results suffer from the fact that no business process language for modeling is used. The application to real-world examples and the evaluation thereof are missing.

Instead of using genetic algorithms, related work tries to generate reference models based on other heuristic methods and metrics. Li et al. [23] present a cluster-driven approach that encompasses a reference model out of business process variants, minimizing its average distance to the variants. Necessary preconditions restrict the application to block-structured models. Simulated-annealing approaches (cf. [26], [29]) divide the individual models first into isomorphic sub-graphs. Subsequently, relative frequencies are calculated for each sub-graph to determine the sub-graphs together with an abstraction parameter, thus incorporating the sub-graphs into the reference model. In contrast to that, genetic algorithms maintain a pool of solutions rather than one. Other recent research activities are going into the direction of generic algorithms for automatic merging of two business process models in order to build a union, comprising the behavior of both [22]. The instrumentation of such generic algorithms allows abstraction-based inductive reference model development using elimination and aggregation as operations upfront (cf. [25]), which is not required by the application of our method.

In the research area of pattern recognition, the introduction of finding a graph that is a pattern for a set of others by means of a genetic algorithm is known as median graph computation problem. The concept is introduced in [20] based on graph-edit distance as similarity measure, but defined differently in comparison to our definition (cf. section 3). This work brings first together genetic algorithms with GED, but applied in different variations and research areas. In [10], [24] the problem is motivated from biological imaging application and other biomedical applications. Nevertheless, the concept is inspiring this work, but adapted to the application to real-world business process models as another variant,
dealing with their characteristics in order to find a reference model. Apart from different problem fields, the calculation of median graphs varies especially in applied optimization methods. A reduction of complexity is tried to be achieved in [11] by embedding graphs in vector space instead of using genetic algorithms, where the median graph is computed based on graph-edit distance, applied to biological image analysis. The question for the right optimization method is supported by a comparison of genetic algorithms and a combinatorial solution [5].

Overall, this presented algorithm differs from existing methods in different aspects regarding design of genetic operations, graph-edit-distance calculation, initial population initialization and internal graph representation, even though the concept is not a wholly new idea. The novelty of this paper lies more in the application and evaluation of genetic algorithms as global optimization solver for the optimization problem of minimal graph-edit distance in the sense of inductive reference model operationalization as an important part of conceptual business process modeling. The specifics are identified and discussed.

As proof-of-concept, the application of the prototypical implementation to individual business process models is validated with the aim of determining a valid reference model. Thus, the practical usage is demonstrated.

3 Graph-edit distance

Business process models like event-driven process chains (EPCs) are representable as directed graph structures, underlying certain syntactic rules. In general, a graph consists of a set of nodes and a set of edges, each edge connecting two nodes. In the context of business process models, different types of nodes and edges exist, e.g. in EPCs a node represents an event or function, implicating a different meaning. A widely-accepted similarity measure for graph comparison is the minimal GED [4]. The similarity is defined by the number of edit operations necessary to transform one graph into another. Insertion, deletion as well as substitution of nodes and edges are possible edit operations [8]. Combinations of these edit operations allow the splitting of a node into two nodes and the combination of two nodes into a single one. The calculation of GED requires a mapping between nodes and edges in both graphs. In a general graph, the problem of finding such a mapping, minimizing the GED, is NP-complete. But independent of the used modeling language, business process models describe a process flow, represented as directed graph, inducing a pre-defined order of nodes. Starting at the root nodes of two process models, subsequent nodes are successively integrated extending breadth-first-search (BFS). It ends up with a heuristic one-to-one mapping, based on the plausibility that nodes closer to the start of a process should be mapped to nodes closer to the start of the other process. A reasonable trade-off between complexity and precision is in the main focus. Given two graphs \( G_1= (V_1, E_1) \) and \( G_2= (V_2, E_2) \), this greedy algorithm allows us to find an approximate solution for this mapping problem under a reasonable trade-off between complexity and precision. The method is separated into two phases. First, the nodes that occur only once in a business process model are considered. Afterwards, the nodes occurring multiple times complete the mapping as possible. For example, in many EPC models the same operator is used multiple times and events and functions can occur in different control flow branches. In equation 1 the node mapping function is specified.

\[
\text{map}(v_1) = \begin{cases} v_2 & \text{if } \text{label}(v_1) = \text{label}(v_2), v_1 \in V_1, v_2 \in V_2 \\ \text{undefined} & \text{else} \end{cases}
\]  

(1)

Finally, the mapping of an edge \((u, v) \in E_1\) is established, if either map(u) or map(v) are undefined or if \((\text{map}(u), \text{map}(v)) \in E_2\). Unmapped nodes and edges are regarded as inserted or deleted, because they
appear only in one of both graphs. In case a node is neither inserted nor deleted, it is substituted \( v_{se} \) and the incident edges are preserved. This concludes that no edit operation is necessary, as defined by term \( subv \), under the condition that the mapped nodes are identical. Let \( sn \) be the set of inserted or deleted nodes, \( se \) be the number of inserted or deleted edges and let \( sim \) be a function that assigns a similarity score to a pair of nodes. Then, the GED similarity measure (see equation 2) is defined as follows (cf. [9]), gained directly from the number of graph edit operations that are needed to transform one graph into another, given the underlying mapping of nodes and edges a priori.

\[
GED_{sim} = 1 - \frac{snv + sev + subv}{3} \quad (2)
\]

\[
\text{snv} = \frac{|sn|}{|V_1| + |V_2|} \quad (3)
\]

\[
\text{sev} = \frac{|se|}{|E_1| + |E_2|} \quad (4)
\]

\[
\text{subv} = \frac{2 \sum_{v_1 \in V_1, \text{map}(v_1) = v_2} 1 - sim(v_1, \text{map}(v_2))}{|V_1| + |V_2| - |sn|} \quad (5)
\]

### 4 Genetic algorithm

Evolutionary algorithms [16] are a class of stochastic-heuristic optimization methods that are based on principles of biological evolution. Instead of problem-specific heuristics, these algorithms are universal and the flow of single steps can be applied to many different kinds of problems. An important advantage in comparison to traditional optimization methods is that evolutionary algorithms do not make any assumptions about the optimization problem itself, resulting in better approximated solutions. The type of evolutionary algorithms closest in terms of terminology and methodology to biological evolution are genetic algorithms. Evolutionary algorithms are able to solve also non-linear or discontinuous problems, but the computing time is comparatively high and unpredictable.

**Input:** a individual business process models \( P = \{I_1, \ldots, I_n\} \)

**Output:** a reference model \( R \)

1. initial \( P \leftarrow \) deep copy of \( P \);
2. for all the individual \( I \in P \) do
   3. updateFitness(1);
3. end
4. threshold \( \leftarrow 0.05 \times \text{getOverallFitness}(P) \);
5. while getOverallFitness(\( P \)) does not converge or getOverallFitness(\( P \)) > threshold do
   7. random selection of a pair \( (U,V) \in P \);
   8. get \( (U',V') \) as a deep copy of \( (U,V) \);
   9. crossover\( (U',V') \);
   10. get \( (U'',V'') \) as a deep copy of \( (U',V') \);
   11. mutation\( (U'') \);
   12. mutation\( (V'') \);
   13. \( T \leftarrow \{U',U'',V',V''\} \);
   14. replace \( (U,V) \) in \( P \) with fittest pair \( (U^*,V^*) \in T \);
   15. check and remove duplicates in \( P \);
   16. updateFitness\( (U^*) \);
   17. updateFitness\( (V^*) \);
18. end
19. return fittest individual \( R \in P \);

**Algorithm 1:** geneticReferenceModelMining(\( P \))

**Input:** a individual business process models \( P = \{I_1, \ldots, I_n\} \)

**Output:** sum of fitness value of \( I_k \)

1. overallFitness \( \leftarrow 0 \);
2. for all the individual \( I \in P \) do
   3. overallFitness \( \leftarrow \) overallFitness + fitness value of \( I \);
   4. end
5. return overallFitness;

**Algorithm 2:** getOverallFitness(\( P \))

**Input:** individual business process model \( I_k (1 \leq k \leq n) \)

**Output:** fitness \( \leftarrow 0 \);

1. fitness \( \leftarrow 0 \);
2. for all the individual \( I \in \text{initial}P \) do
   3. fitness \( \leftarrow \) fitness + GEDSim\( (I,J) \);
   4. end
5. set fitness value of \( I \) equal to fitness;

**Algorithm 3:** updateFitness(\( I \))

**Figure 1:** Genetic algorithm for inductive reference model derivation in pseudo-code
The focus regarding the variant design of genetic algorithms lies mainly on the internal representation of individuals, the initialization of the first generation, the specifically tailored functionality of genetic operations and the selection criterion as well as selection process of individuals from generation to generation. Given a set \( P \) of individual business process models as input, the described genetic algorithm in figure 1 integrates over the individual models in order to find inductively a reference model, minimizing the overall graph-edit distance. The function that has to be minimized is called fitness function, assigning to each individual a fitness value. The individual business process models represent the initial population of size \( n \), building up the first generation as possible reference model candidates that are evolved during the algorithm to better solutions. Beginning with the first generation, in each iteration a pair \( (X, Y) \in P \) is randomly selected and the genetic operations crossover and mutation are applied sequentially. The random function is influenced by the fitness values of every individual in the sense that the probability for selecting a specific individual decreases quadratically from strongest to weakest fitness, showing a positive effect on the results. The crossover operation determines randomly one node in graph X and Y out of single-entry single-exit regions (SESE). SESE [21] is defined for a node \( x \) when:

- node \( x \) dominates a node \( y \) in a directed graph (an ordered edge is connecting \( x \) and \( y \)) if every path from start to \( y \) includes \( x \).
- node \( y \) post-dominates a node \( x \) in a directed graph (an ordered edge is connecting \( y \) and \( x \)) if every path from \( y \) to end includes \( x \).
- every cycle containing \( x \) also contains \( y \) and vice versa.

SESE fragments representations of business process models (e.g. EPCs) into connected, control-independent sub-graphs with one control flow entry as well as one control flow exit without back-edges, entering or exiting the region. In general, nodes which are start or end nodes of SESE regions are unique points for splitting graphs in multiple sub-graphs in order to exchange those parts between graphs during the crossover operation. Here, the graphs X and Y are split in an upper and a lower part at such two points. The tail of \( X^{\text{upper}} \) is connected to head of \( Y^{\text{lower}} \) and the tail of \( Y^{\text{upper}} \) is connected to head of \( X^{\text{lower}} \). In the case that no SESE fragments can be identified depending on the business process modeling language, the identification of the first connected component starting BFS downwards at the randomly selected node enables also the splitting into two independent graph components with discrete set of nodes and edges in the end. But, it is necessary to define and follow a set of rules, which is increasing the complexity of recombination. Given a mutation probability, the mutation operation is applied or not. During mutation process, two nodes are randomly defined and exchanged, or one node is deleted randomly. The mutation fulfills the purpose of overcoming local optima in order to find a global one. Both operations are designed independently from a concrete modeling language by definition on the graph structure as abstraction layer, but syntactical correctness of the outcome is assured by general rules, valid for all modeling languages. Furthermore, these probabilistic operations allow the growth of new individuals forming the next generation, but only the fittest ones survive. This process is repeated until the termination criteria are fulfilled. The solution of the optimization problem is found in the fittest individual within the final generation that is defined as the individual with the minimal graph-edit distance to all other individuals.

The designed algorithm (see figure 1) has to fulfill the following requirements:

- Correctness: In economics, many different kinds of business process modeling languages exist. A very common example, where this paper is exemplary based on, are EPCs that are representable as directed graphs with different node types – events followed by functions. In addition, logical
operators like AND, OR or XOR are available, connecting two branches of a business process. Based on this example, it is evident that syntactical correctness is important and has to be satisfied for resulting reference models. The correctness is not destroyed whatever the different modeling languages of the different business process models as input of the algorithm, because the structural order and flow of nodes of different types are preserved by applying operations only to nodes of the same type. The deletion of nodes only takes place if there is a clear predecessor and successor node. In this exceptional case, the structural order of different node types can be destroyed, but the automatic correction is done in a post-processing step in dependency of the modeling language.

- Efficiency: The complexity of real business process models is generally high due to a large number of entities, having a strong impact on runtime and memory consumption. In computer science, different data structures for representing graphs are possible. These structures are different in runtime complexity regarding the implementation. The efficient handling of the genetic operations requires a data structure that enables efficient structural graph transformations and the storage of business process model metadata information, e.g. the type of a node. In our implementation, a pointer structure of modeled objects is used instead of a simple adjacency matrix.

5 Evaluation

5.1 Software prototype

The described algorithm is prototypically implemented in the Java programming language and integrated in a self-developed application within our research group, providing the functionality of loading business process models that are represented in a common XML-based interchange format as for example EPC Markup Language (EPML) or ARIS Markup Language (AML). For the implementation of the algorithm itself, only the JAMA library (http://math.nist.gov/javanumerics/jama) is re-used for calculative purposes. The algorithm is iteratively executed until a state of convergence is reached. In a definable interval of iterations, a snapshot of the current population is taken and the final iteration is visually presented as result in a multiple business process model viewer. It is possible to jump back to every stored snapshot in between in order to be displayed in the mentioned user interface. One of the most important key factors for the relevance of the result is the verification of the implementation to assure that it is working in a correct manner without hidden bugs. Therefore, certain software features for the purpose of analysis are required. So, the essential algorithmic steps are made traceable and transparent in order to enable intensive and profound method testing. First, the evolution from generation to generation is verifiable, because the application of genetic operations on the selected individuals is highlighted by color coding the node where a crossover or a particular mutation takes place during every iteration. For example, the correctness of crossover can be checked, while comparing the resulting graphs with the initial ones, shown on demand in the multiple business process model viewer functionality for each generation. Secondly, the underlying mapping that is used as foundation for graph-edit distance calculation between two individuals is stored in the background. In the integrated mapping viewer (see figure 2), those mappings are made visible. Mappings are identified by different colors. The white color is reserved for unmapped nodes. Matching nodes are additionally listed in a table in the right area of the window. An accurate mapping is the main and most important requirement for the correct calculation of the GED. Because of formulating the optimization problem based on the GED as fitness function, the correct and exact calculation has to be verified, apart from the correct implementation of the genetic operations.
5.2 Scenarios

The evaluation of the described approach is following two different strategies, based on the same real-world business process data set. Within the CoSeLoG project, Vogelaar et al. [27] retrieved 80 business process models (8 different business processes for 10 Dutch municipalities). The GBA1 business process is used as input for the different evaluation scenarios.

- Scenario 1: In a first step, the first variant $R^*$ describing the GBA1 business process of the Dutch municipality A is used to generate 20 variants by inserting, deleting and exchanging model elements by a certain probability in order to obtain a diverse synthetic data set of business process models. In a second step, the resulting models are provided as input to the algorithm, deriving inductively a reference model. It is expected that the generated reference model $R$ has to be similar to the GBA1 variant $R^*$, served as pattern for the automatic variant generation. In this scenario, the average number of nodes is 26 and the average number of edges 29. In average, the execution time is below two hours and the number of iterations between 5,000 and 10,000.

- Scenario 2: The 10 individual variants of the GBA1 business process are integrated into one reference model. The generated reference model $R$ is evaluated against a manually developed reference model $R^*$ by hand of two independent designers that were separated locally from each other while modeling without knowing the result of the described algorithm and discussing about the modeling task upfront. Afterwards, the different modeled versions have been reasonably merged into a single model based on discussions. While designing the reference model by hand, different practices are possible for creating a reference model. On one side, only the matching nodes and edges can be considered in order to build up a reference model. On the other side, the incorporation of all nodes into some kind of super-model is also a possibility. The compromise on this choice is the selection of nodes that
occur with a given probability. The designers followed this way, but in addition, nodes that seemed to be of high importance for the overall process have also been integrated even with a low occurrence. Finally, the result was reviewed and classified as plausible representative. In this scenario, the average number of nodes is 33 and the average number of edges 31. In average, the execution time is below one hour and the number of iterations up to 5,000.

5.3 Measures

For a successful evaluation, meaningful and appropriate measures have to be defined. The most obvious measure is the calculation of the GED between the generated reference model and the expected result, in terms of the distance to the Pareto front. A high GED similarity value within the interval [0, 1] indicates a good result. In the research field of information retrieval, precision and recall are the standard measures for the understanding of relevance. In this paper, the main question is how relevant the obtained reference model is compared to the expected one. This is the reason why it makes sense to transfer these measures as noted in equation 6 and equation 7 from information retrieval area towards the use case of retrieving reference models.

\[
\text{precision} = \frac{|R \cap \bar{R}|}{|R|} \tag{6}
\]

\[
\text{recall} = \frac{|R \cap \bar{R}|}{|\bar{R}|} \tag{7}
\]

In equation 8 the F-measure is defined and interpreted as weighted average (harmonic mean) of precision and recall, rating the accuracy of the retrieved reference model. The values of these measures lie in the interval [0, 1]. A higher value indicates a more relevant and accurate result.

\[
F = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{8}
\]

5.4 Results

In general, it is difficult to provide a formal proof on the whole purpose of a method. That is the reason why in this paper the presented approach is being evaluated against the following three points:

- **Requirements**: The stated requirements in section 4 - correctness and efficiency - are fulfilled. The result shows that the reference model is following the event-driven process chain specification. The runtime of the algorithm in order to generate a reference model is in a reasonable relation to the number of individual models. The generation is possible in real-time. This makes the method relevant for practical usage.

- **Example of use**: The algorithm is applied three times to a different number of different variants. The different relevant evaluation measures are calculated and consolidated as average values in table 1, supported by the visual evaluation of the results that compares the designed to the generated reference model. The numbers do not indicate a significant difference in the comparison of both scenarios. The evaluation was performed on today’s standard hardware (Intel Core i7 vPro 2.3 GHz processor, 16 GB RAM) under Windows 7 64-bit version and Java Runtime Environment 7 64-bit version.

- **Proof-of-concept**: A software prototype implements our method to simulate, iteration-based, the on-going development of the initial towards the final population in detail. The single steps are traceable and transparent.
Table 1: Comparison of the described scenarios based on different evaluation measures

<table>
<thead>
<tr>
<th>Event</th>
<th>Function</th>
<th>Operator</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>GED</td>
<td>0.73</td>
<td>0.70</td>
<td>0.40</td>
</tr>
<tr>
<td>Precision</td>
<td>0.89</td>
<td>0.88</td>
<td>0.50</td>
</tr>
<tr>
<td>Recall</td>
<td>0.62</td>
<td>0.58</td>
<td>0.33</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.73</td>
<td>0.70</td>
<td>0.40</td>
</tr>
</tbody>
</table>

6 Discussion

The proposed idea in this paper operationalizes a reference model as an abstract model that can be transformed in as few steps as possible in as many practices as possible by different edit operations, because it is constructed on the idea of having a minimal graph-edit distance to all individual business process models. It is implicitly assumed by applying the GED that the least common denominator of individual models qualifies as a reference model, which is not necessarily describing a best practice for any organization within the same domain. It may even be the case for a specific organization that only a minority of individual business processes is efficient and effective. More or less, a common practice is developed, which serves as a universally applicable and reusable reference model, helping designers to develop new individual business process models for their organizations based on a representative mindset. The least common denominator as common practice, integrating valid business process variants, referring to the same process, allows this conclusion. In the opposite, a super-model as reference model would provide some form of a superset, providing a large solution space for derived and customized business process models, but cluttering a designer’s mindset and preventing him from developing and applying his own creative ideas. Beginning the modeling task given a common practice as template opens up space for extensions while being guided in order to design appropriate business process models for specific organizations in an efficient and effective way. Apart from that, the availability of reference models, based on individual sets of validated business process models, will increase the quality of newly designed processes. However, the availability of high-quality individual business process models [23] or alternative process execution logs [17] as solid foundation is necessary for realizing those advantages.

Discussing the minimal GED calculation leads us to the strongly connected underlying matching problem. An optimal mapping is nothing but an equivalence relation, defined on the set of nodes and edges, minimizing the GED between two graphs. A priori, it has to be satisfied that the individual business processes fit together regarding application domain, forming a representative selection for a common practice. Different similarity measures for establishing such an equivalence relation exists. Behavioral similarity is induced by this representative business process selection upfront, and it is assumed as given that the process flows fit together. Semantic similarity can be considered by embedding linguistic background knowledge a priori. For syntactical similarity, different possibilities exist for quantifying similarity among different labeled nodes. But, regardless how the mapping is determined at the end, the validity and meaningfulness with respect to the application of the GED do not depend on the underlying matching problem.
7 Conclusion
In this paper, we have presented an approach for the inductive development of reference models based on individual business processes. We have compared our approach to other relevant inductive development methods and other related concepts. Furthermore, it is implemented in a software prototype that allows the validation of the algorithm as well as the evaluation of the results. The evaluation is based on real-world business process data and real reference standards, but the evaluation of the results by subject matter experts is still pending. In comparison to that, the validity of the evaluation in this paper is quite low. Nevertheless, the results (cf. section 5.4) show that this innovative conceptual idea in the area of inductive reference model development is promising, even though several mentioned requirements and assumptions have to be fulfilled (cf. section 1.2). In our example in section 5, substitution as one of the possible edit operations (cf. section 3) does not occur, because the mapping between nodes is based on identical labels. That is why the term $subv$ is equal to zero in our example by definition of the GED similarity measure in section 3, leading to equality of F-measure and GED similarity measure calculation in this special case (see table 1).

8 Future work
This research is based on the design science paradigm with focusing on evaluating the developed artifact. Involving the target group of subject matter experts in the area of business process modeling for example is stated not to be part of this paper, but is one of the most important next steps. This will be beneficial in terms of underlining the relevance of the described problem as well as having a vast influence on the evaluation itself. Another important step is to address the requirements and assumptions (cf. section 1). In the future, the integration of latent semantics into the existing genetic algorithm framework is an interesting idea in order to avoid the necessary of a priori defined one-to-one mappings by embedding linguistic background knowledge, e.g. the usage of dictionaries, to discover similarities. Also, the introduction of a preceding, cluster-driven analysis is taken into consideration in order to satisfy a greater robustness concerning non-representative selections of individual models. Another point is the extension and improvement of genetic operations. Furthermore, the actual fitness function could be combined with other metrics, and the way how to set up the initial population plays an essential role in evolutionary algorithms. Another direction of extending the current approach is to reduce the complexity of the problem by projecting it in a low-dimensional space under the condition that real-world process data is suitable. It is also a common strategy in other research areas.
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