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Abstract Significant breakthroughs in machine translation only seem possi-
ble if human translators are taken into the loop. While automatic evaluation
and scoring mechanisms such as BLEU have enabled the fast development of
systems, it is not clear how systems can meet real-world (quality) requirements
in industrial translation scenarios today. The TARAX U project has paved the
way for wide usage of multiple machine translation outputs through various
feedback loops in system development. The project has integrated human
translators into the development process thus collecting feedback for possible
improvements. This paper describes results from detailed human evaluation.
Performance of different types of translation systems has been compared and
analysed via ranking, error analysis and post-editing.

Keywords machine translation - human evaluation - error analysis

1 Introduction

Translation is a difficult task — even for humans. Machine translation (MT)
quality has improved greatly over the last years, nevertheless the evaluation
of machine translation output is intrinsically difficult as well. A widely used
practice for MT evaluation is to let human annotators do ranking of outputs by
different machine translation systems. While this is an important step towards
an understanding of their quality, it does not provide enough scientific insights.
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This paper describes the results of two large-scale human evaluation rounds
carried out in the framework of the TARAXU? project. The approach arises
from the need to detach MT evaluation from a pure research-oriented devel-
opment scenario and to bring it closer to the potential end users in trans-
lation industry. Therefore, evaluation rounds have been performed in close
co-operation with several Language Service Providers (LSP). The evaluation
process has been designed in order to answer particular questions closely re-
lated to the applicability of MT within a real-time professional translation
environment. All evaluation tasks have been performed by qualified profes-
sional translators.

To our best knowledge, no previous work has combined the aspects of pro-
fessional human assessment of machine translation outputs including ranking,
post-editing and error analysis. The shared tasks of the workshops of machine
translation WMT (e.g. [Callison-Burch et al (2010)]) included human rank-
ing of MT outputs done by volunteers rather than professional translators. In
[Vilar et al (2006)], a framework for human error analysis and error classifica-
tion has been proposed and has become widely used in the machine translation
community. [Specia and Farzindar (2010)] estimate post-editing effort based
on professionally post-edited data. [He et al (2010)] compare the preferences
and behavior of professional post-editors when offered TM and MT outputs.
[Farzindar and Lapalme (2009)] investigated statistical machine translations
of legal texts and presented results of a human evaluation in the form of edit
distances and numbers of post-edit operations.

However, no study has been carried out yet which puts all these aspects
together.

2 Human evaluation design

Several large-scale human evaluation rounds have been performed by the
TARAX U project focussing on different aspects such as translation quality,
analysis of translation errors and post-editing effort. The first two rounds and
the results are presented in this paper. The involved languages were German,
English, Spanish, French and Czech. The evaluation tasks were performed by
external Language Service Providers, as they offer human translation services
and act as experts.

2.1 Translation systems used

The translation outputs evaluated during the rounds presented in this work are
produced by German-English, Czech-English, German-French and German-
Spanish machine translation systems in both directions as well as one Trans-
lation Memory System (TMS) widely used in translation industry. While a
TMS does not generate translations per se, it is a valuable instrument for

I http://taraxu.dfki.de/
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storing translations that have been manually created and validated during a
translation job, and their use a de-facto standard in translation and localisa-
tion industry. New source language text to be translated is compared to the
source language segments in the memory and a match value defining the de-
gree of similarity is computed. If the sentence to be translated is identical to
a source language segment in the Translation Memory (TM), this is a 100%
match and in the best case also a perfect translation in the given translation
context and no editing effort is needed. Differences in wording and formatting
lower the match rate according to their severity, which depends partly on user’s
settings and the algorithm itself. In case of so called fuzzy matches (matches
below 100%), the user is presented with translations of the respective similar
source language sentences and the translator edits the target language segment
to reach a good translation. The source language sentence and the translation
are stored as a new translation unit in the memory. We decided to set the
threshold as low as possible to be able to define the boundary below which a
translation suggestion from the memory would not be of use for the translator
anymore - meaning that editing a translation suggestion would require more
time than translate from scratch. In the end there were not enough Trados
matches to define that but experience shows that matches below 75-85% are
not useful for the translator with respect to editing time. Although that differs
from memory to memory depending on quality and maintenance effort taken.

The corpora used for the MT systems consist of two domains: news texts
taken from WMT tasks [Callison-Burch et al (2010)] and technical documen-
tation extracted from the freely available OpenOffice project [Tiedemann (2009)].

A TMS comes with no content in its memory and is filled manually during
translation. As such the TMS employed in the TARAX U project would be of
little value for the evaluation. To mirror a professional translation environment
the TMS has therefore been filled with the same parallel data that was used
to train the Moses system.

In the first round, four different translation systems were considered:

Moses [Koehn et al(2007)]: a phrase-based statistical machine translation
(SMT) system.

Google Translate?: a web-based machine translation engine also based on
statistical approach. Since this system is known as one of the best general
purpose MT engines, it has been included in order to allow us to assess
the performance level of our Moses system and also to compare it directly
with other MT approaches.

Lucy MT [Alonso and Thurmair (2003)]: a commercial rule-based machine
translation (RBMT) system with sophisticated hand-written transfer and
generation rules, which has shown good performance on previous shared
tasks.

Trados®: a professional Translation Memory System (TMS); Trados comes
with a sophisticated user interface in which, depending on the user’s set-

2 http://translate.google.com/
3 http://www.trados.com/en/
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tings, translation suggestions are displayed. According to the users’s set-
tings translations up to a certain percentage are replaced automatically or
source language content is kept and a correct translation is filled in manu-
ally by the translator. In case there exist user-specific dictionaries, the user
can decide to replace matching entries automatically in the content, too,
which then also applies to matches below the defined match rate.

In the second round, two more systems were investigated:

Jane [Vilar et al (2010)]: a hierarchical phrase-based SMT system.
Rbmt: Another widely used commercial rule-based machine translation sys-
tem whose name is not mentioned here.*

The obtained outputs were then given to the professional human annotators
in order to perform several sentence-level evaluation tasks using the browser-
based evaluation tool Appraise [Federmann (2010)].

3 First evaluation round

In the first evaluation round, the systems were prepared as follows:

Lucy MT: No special adaptation.

Moses: Trained on the standard Europarl and News corpora of WMT 2010
containing about 1.7 million parallel sentences. 5-gram language models
were trained on 1.9 million target language sentences from these corpora.

Google Translate: not available

Trados: Automatically filled with the same data as Moses. rados performs
at a disadvantage when the texts to be translated vary a lot from the data
in the Translation Memory as is the case for the news texts used in our
evaluation. To level the field, 100 sentences of these test data had been
manually edited to reach a high matching degree for at least this part of
the data. °

As test sets, 1000 sentences from the News domain and 400 sentences from
the OpenOffice domain were translated by the described systems. The follow-
ing three tasks were carried out on produced German-to-English, Spanish-to-
German and English-to-German translation outputs:

Ranking: rank the four different MT outputs relatively to each other, from
best (rank 1) to worst (rank 4). Ties were not allowed, i.e. the ranks had
to be always 1,2,3,4 although perhaps the outputs with ranks 2 and 3 are
of the same quality (or are even identical).

4 For reasons of required anonymisation.

5 Note that this must be seen as an experiment. This was done in order to simulate the
use of TMs, although it does not mirror the exact use of them in the translation industry.
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Table 1 Human ranking results in the first evaluation round as the average position of each
system in each task.

human ranking || Lucy | Moses | Google || Trados |

Overall 2.00 2.38 1.86 3.81
News 2.52 2.59 2.69 3.78
OpenOffice 1.72 2.77 1.56 3.95
de-en 2.01 2.46 1.73 3.80
es-de 1.85 2.42 1.99 3.84
en-de 2.12 2.28 1.89 3.81

Error classification: select the best ranked translation output and define
the two main types of errors (if any) in it. A following subset of the error
types suggested by [Vilar et al (2006)] is used: missing content word(s),
wrong content word(s), wrong functional word(s), incorrect word form(s),
incorrect word order, incorrect punctuation and other error.

Post-editing: select the translation output which is easiest to post-edit (which
is not necessarily the best ranked) and perform the editing. The translators
were asked to perform only the minimal post-editing necessary to achieve
acceptable translation quality.

It should be noted that the Google Translate system was not considered as
an option for error classification and post-editing. We took this decision in
order to avoid futile efforts because we have no way to influence on improving
this system. In case Google was the best ranked system, the translators were
offered the second ranked system for the classification task, whereas for the
post-editing task they could choose among ranks 2, 3 and 4. In order to speed
up the evaluation process, the tasks were carried out separately. Each task
was split into multiple parts to allow for parallel processing. The results of the
first round are presented in the following sections.

3.1 Ranking

The results for the ranking task are shown in Table 1. The first row presents
the overall average ranks for the four listed systems, bold face indicating the
best system. Furthermore, the results are presented separately for each domain,
namely news and technical domain, as well as for each translation direction,
namely German-to-English, Spanish-to-German and English-to-German. The
domain results are the average over all language pairs and the language pair
results are the average over the two domains.

The average ranks of the machine translation systems are comparably close.
There is not one single best system. This is an indication that a hybrid system
could be a good option. A noticeable result is that Google performs worst
on the WMT corpus although the data should — in principle — have been
available online for training. This might, however, explain the good perfomance
of this web-based system on the OpenOffice corpus. On the other hand, for
the OpenOffice task Moses showed the worst performance — the reason is that
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Table 2 Average BLEU scores (%) for each system and each task.

BLEU (%) ][ Lucy | Moses | Google || Trados |

Overall 15.6 15.0 20.2 2.9
News 14.1 16.3 17.7 2.1
OpenOffice 19.5 12.0 26.6 4.9
de-en 22.7 18.8 29.8 5.0
es-de 12.3 12.9 15.9 1.8
en-de 13.6 14.6 17.2 2.5

Table 3 Human error classification in the first evaluation round: overall percentage of most
severe errors for each translation system.

Lucy | Moses | Trados
Missing content word(s) 3.2 16.8 12.6
Wrong content word(s) 34.6 24.6 33.2
Wrong functional word(s) | 18.6 11.8 11.0
Incorrect word form(s) 13.1 14.6 9.1
Incorrect word order 16.1 22.0 13.4
Incorrect punctuation 3.7 3.4 2.1
Other error 10.8 6.7 18.6

it has been trained only on the WMT data, which is out of domain in this
case.

Table 2 shows the average BLEU scores [Papineni et al (2001)] for illustra-
tion. The main difference is that the Google Translate system is the best one
for each language pair and each task. This can be expected, since in several
WMT evaluation tasks it is shown that the correlation between the BLEU
score and the human rankings is not particularly high, mainly because the
BLEU score is biased towards statistical systems thus underestimating rule-
based systems (such as Lucy).

3.2 Error classification

The results of the shallow human error classification are presented in Table 3.
The most frequent errors that the judges considered as most important in all
systems are wrong lexical choices (wrong content and functional words), and
the next frequent error type is incorrect word order. This indicates the need
for improvement of reordering and lexical choice techniques for all translation
approaches. Another interesting observation is the very low number of missing
content words for the Lucy system.

3.3 Post-editing

The human post-edits were used a) to study the difference between selecting
sentences for post-editing and ranking and b) to get further insight into the
errors the system made.
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Table 4 Example of discrepancy between ranking and post-editing in the first evaluation
round: the worst ranked sentence is chosen for post-editing.

Rank Translation output

1 Our experience shows that the majority of the customers in the three
department stores views not more at all on the prices.

2 Our experience shows that the majority of the customers doesn’t look on
the prices in the three department stores any more.

3 Our experience shows that the majority of the customers does not look
at the prices anymore at all in the three department stores.

4 Our experience shows that the majority of customers in the three
Warenh&usern do not look more on prices.

Edited Our experience shows that the majority of customers in the three depart-
ment stores no longer look at the prices.

3.3.1 Ranking for translation quality vs. selection for post-editing

A central question that is to be answered by the evaluation round is whether
there is a difference between those sentences that are ranked best (i.e. that
are the best MT result) and those sentences that are chosen by human pro-
fessionals as the easiest for post-editing. It has been shown that 74% of those
hypotheses selected for post-editing were ranked as the best or the second best
in the ranking task. 20% were ranked third and 6% had the worst rank. An
example of discrepancy between the “best ranked” and “easiest to post-edit”
sentence is presented in Table 4. The chosen sentence contains untranslated
words (Warenhdusern) and therefore got a bad ranking — on the other hand,
such a lexical error is very easy to post-edit. Another example is a missing or
extra negation particle (“not”) — this is a very severe error in terms of transla-
tion quality, i.e. conveying the meaning of the source sentence, but very easy
to post-edit.

3.8.2 Automatic classification of edits

In order to obtain more insight into the nature of errors corrected by post-
editing thus learning more about differences between the systems and possi-
bilities for improvement, we performed an automatic error analysis with the
Hjerson tool [Popovié¢ (2011)] using the post-edited translations as references.
The original translation hypotheses were compared with the post-edited ones
in order to estimate which type of editing are most frequent for each of the
systems. The following five types of edits were taken into account: correcting
word form (morphology), correcting word order, adding missing word, deleting
extra word and correcting lexical choice. Table 5 presents the edit rates for
each of the five correction types for the three systems. Edit rate is defined as
the percentage of performed edits, i.e. number of edit operations normalised
over the total number of words generated by the translation system.

The main observation from the overall results is that the most frequent
correction for all systems (not including translation memory Trados) is the
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Table 5 Five types of edit rates for three translation systems in the first evaluation round:
values are percentages of performed edits, i.e. number of edits normalised over the total
number of words generated by the corresponding system.

edit rates (%) | correcting | correcting adding deleting correcting
word form | word order | missing word | extra word | lexical choice
Lucy 4.3 7.0 4.4 6.2 23.7
Moses 4.9 9.0 7.5 4.9 21.8
Trados 2.6 4.9 8.1 6.5 47.7

Table 6 Five types of edit rates separately for each domain and each language pair in
the first evaluation round: values are percentages of perfomed edits, i.e. number of edits
normalised over the total number of words generated by the corresponding system. Trados
is not taken into account (see the main text).

edit rates (%) | correcting | correcting adding deleting correcting
Lucy/Moses word form | word order | missing word | extra word | lexical choice
News 4.3 /5.7 6.8 / 8.6 3.7/ 6.6 5.3 /4.7 19.2 / 20.7
OpenOffice 2.9 /4.1 6.8 /11.2 2.8 /70 6.3 /8.0 16.6 / 26.9
de-en 2.4 /2.6 7.8 /9.7 4.3/ 73 6.3 /5.3 20.6 / 21.6
en-de 58 /6.4 7.4 /8.8 58 /6.8 5.0 / 3.8 26.3 / 20.8
es-de 59/5.9 59 /73 3.2 /83 7.2 /5.4 26.3 / 22.6

lexical choice and the next frequent correction is the word order, which sug-
gests the same as the human error classification: the main weak points of all
systems are incorrect lexical choice and incorrect word order. Furthermore, it
can be seen that the rule-based Lucy system is better handling morphology
and word ordering, whereas the statistical-based Moses system produces less
lexical errors.

The results for Trados should be interpreted as follows. A large portion of
the evaluation data did not reach a high degree of similarity for the con-
tent of the Trados Memory. Therefore many sentences remained untranslated
which accounts for the high number of lexical errors. In this case the trans-
lator was presented with the source language sentence. The low number of
morphological and reordering errors is easily explained by the fact that the
content of the memory stems from human translations in the first place. The
fact that morphological and reordering errors occur at all indicates that the
training material that has been used to enrich the memory contained some
impure translations — as we cannot say that the translations of the training
data with which the memory was filled were done by professional translators
or even native speakers, there might be lexical or other errors in the trans-
lation suggestions that were corrected by the experts. Also, language quality
is subjective, changes might resemble personal preferences in style that the
annotators have before the suggested translations.

More detailed results can be seen in Table 6. The edit rates are presented
separately for each domain and each language pair. However, these detailed
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results are not reported for Trados for the reasons explained above, but only
for Lucy and Moses. The following can be observed:

— Word forms: Lucy performs better than Moses for the English-to-German
task. For the other tasks, results are comparable. The reason is the rich
morphology of the German language which can be better dealt with a rule-
based system. Nevertheless, Spanish-to-German is “easier” for statistical
systems than English-to-German in terms of word forms since the Spanish
morphology is richer than English. These results indicate possibilities for
improving the English-to-German Moses system.

— Word order: Lucy performs better than Moses for all language pairs and
domains. Possible improvements could be achieved by better reorderings
for Moses.

— Missing words: Again significantly lower numbers for Lucy outputs. One of
the reason for both reorderings and for missing words could be the special
positions of German verbs which are hard to deal with by statistical trans-
lation systems. This indicates a possibility for improvement using more
linguistic knowledge.

— Extra words: for this error type, Moses performs better than Lucy. This
can be attributed to word and phrase penalties in statistical translation
systems.

— Lexical choice: for German-to-English and for the News domain, both
systems have similar performance. However, for translation into German,
Moses performs significantly better than Lucy. The probable reason is that
whereas rule-based systems deal better with linguistic characteristics, sta-
tistical ones better handle lexical variations if trained in-domain. Further
illustration of this can be seen from the results of the OpenOffice domain:
Lucy performs significantly better, since Moses was trained on the out-
of-domain WMT data. Possible directions for improvements are including
appropriate terminologies into Lucy, as well as in-domain training or do-
main adaptation for Moses.

3.4 Lessons learnt

The first evaluation round can be seen both as a pilot and as a baseline. Some
of the design decisions of the first evaluation round were guided by the wish to
keep this pilot simple, e.g. allowing the human translators to annotate at most
two errors per sentence. In addition, translation systems were not particularly
adapted to the domains.

The design of the second evaluation round was based on the lessons learnt
from the first round. The task specifications were more sophisticated and the
engines were adapted to the respective domains and generally improved. The
following requirements for the second round were inspired by the experience
in the first round:

Ranking: Ties need to be allowed. For example, if four systems are involved,
it should be possible to assign ranks 1,2,2,3 in order to avoid artificial
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ranks. In the second evaluation round, about 28% of ranked sentences were
actually tied.

Google translation outputs: In both evaluation rounds, Google transla-
tion outputs are taken into account only for the ranking task. However, in
the first round, the process of avoiding Google in the post-editing and error
classification task was carried out in the following way: if the Google was
the best ranked system, the translators were offered the second best system
for error classification and ranks 2, 3 and 4 for selection for post-editing.
This way is nevertheless complicated and not optimal — it does not allow
exact comparison between the first ranked outputs and outputs selected for
post-editing for obvious reasons. Therefore, for the error classification and
both post-editing tasks in the second evaluation round, all Google outputs
were removed.

Error analysis: Word based error analysis should be carried out instead of
sentence based for obvious reasons. Analysis should be carried out on all
translation outputs of a given source sentence instead of the best ranked
one only, thus enabling better comparison between translation systems.

Terminology error: One should distinguish between terminology error and
wrong lexical choice. While automobile might be an adequate translation
in certain context, in another context the customer might require that the
term car is used.

Translate From Scratch: This option needs to be offered for the post-
editing task. Otherwise, translators will simply delete the whole machine
output and the post-editing distance will look artificially high.

Post-Edit All: Ask for post-edits of all systems’ output for a subset of the
data — this makes it possible to better compare the differences between
translation engines. In addition, as we receive the number of edits per-
formed for every output sentence, we can check if the sentence selected in
the task select-and-post-edit was valid, e.g. if the translator choose one of
the sentences with the minimal number of required edits.

Translation Memory: Translation memories are the most widely used
translation tool used by human translators. Their performance depends on
their content, which is usually extended and maintained over years. Within
the project, it was not possible to design a fair and meaningful comparison
between this technology and MT systems in general. Therefore, Trados was
only to be used where applicable.

4 Second evaluation round

In the second evaluation round, the systems were prepared as follows:

Moses: Designed to support both domains, i.e. trained on in-domain data
for each task. The News domain systems were trained on the Europarl
and News corpora of WMT 2011 summing up to 1.9 million parallel sen-
tences. The OpenOffice domain systems were trained on Openoffice3 cor-
pus [Tiedemann (2009)] containing about 71000 parallel sentences. The
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Table 7 Test sets for the second evaluation round — number of source sentences per language
pair and domain.

number of

source sentences News | OpenOffice Total

de-en 1788 418 2206

de-es 514 414 928

de-fr 912 412 1324

en-de 1744 414 2158

es-de 101 413 514

fr-de 1852 412 2264

[ Total [ 6911 [ 2483 ][ 9394 |

monolingual side of the MULTIUN corpus [Eisele and Chen (2010)] was also
included into the interpolated 5-gram language model.

Jane: Designed to support both domains, i.e. trained on in-domain data for
each task. The systems are trained on the same data as Moses, except that
a separate language model is used for each domain, without interpolation.

Google Translate: n.a.

Lucy: Adapted to domains by importing domain-specific terminology. Lucy
generates a list of words that are not in the systems’ dictionaries (unknown
words). For system improvement the translations used by the translators
in the first round were imported into the system to improve translation
performance in the second round. In the second round terminology lists
were imported. Those lists were generated manually by the translators
during previous translation jobs for the customers.

Rbmt: Adapted to domains by importing the same terminology as used for
Lucy.

Trados: Automatically filled with the same data as Moses.

More language pairs were taken into account, and the tasks were modified
according to experiences from the first round. The number of source sentences
in the test sets for each language pair and each domain is shown in Table 7.
The translation outputs were produced by systems for the German-English,
German-Spanish and German-French language pair in both translation direc-
tions, and the evaluation tasks were defined as follows:

Ranking: The concept of this task is basically the same as for the first round:
rank the outputs of five different MT systems according to how well these
preserve the meaning of the source sentence. The only difference is that
ties were allowed.

Error classification: The error classification was performed on the word
level, and all of the errors were marked (not only the main errors). For
the translation outputs of particular low quality, a special category “too
many errors”’ was offered. Apart from that, the subset of the error types
was also slightly changed so that following error categories were taken into
account: incorrect lexical choice, terminology error, morphological error,
syntax error, misspelling, insertion, omission, punctuation error and other
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Table 8 Human ranking results in the second evaluation round as the average position of
each system in each task.

human ranking || Google | Jane | Moses | Rbmt1 | Rbmt2 |

Overall 2.0 3.4 3.3 2.9 3.3
de-en 2.0 3.4 3.4 2.9 3.2
de-es 2.0 3.2 3.3 2.2 4.2
de-fr 2.1 3.2 3.3 2.9 3.4
en-de 1.9 3.5 3.4 3.0 3.2
es-de 1.9 3.2 3.4 2.7 3.7
fr-de 2.1 3.6 3.4 3.0 2.9
News 2.1 3.5 3.4 2.8 3.2
OpenOffice 1.8 3.2 3.3 3.0 3.6

error. For each error type except for missing words, two grades were defined:
severe and minor. As for missing words, the evaluators should only decide
if there are missing words in the sentence or not.

Post-editing: In this evaluation round, this task was divided into two sub-
tasks:

Select and post edit: This part is basically the same as in the first
round: select the translation output which is easiest to post-edit (which
is not necessarily the best ranked) and perform the editing.

Post-edit all: In order to be able to compare better the translation
systems, for each source sentence in the selected subset, post-editing
was performed on all produced translation outputs.

For both post-editing sub-tasks, the translators were asked to perform only
the minimal post-editing necessary to achieve acceptable translation qual-
ity. An option ”Translate from scratch” was added: the translators were
instructed to use it when they think that a completely new translation is
faster than post-editing.

The results of the second round are presented in the following sections. The
Google Translate system again was not considered as an option for error classi-
fication and post-editing. The difference from the first round is that the Google
outputs were not only skipped when the Google was ranked as the best system,
but were simply not offered at all.

4.1 Ranking

The results for the ranking task are shown in Table 8. Again, the first row
presents the overall average ranks for the five systems, and bold face indi-
cates the best system. Separate results are also presented for each translation
direction as well as for each domain.

Similarly to the first round, Google performs best most often. However, for
the German-to-Spanish translation Rbmtl performs almost equally. In gen-
eral, it can be observed that the two rule-based systems perform comparably
well except for the language pair Spanish-German where the Rbmtl system
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performs significantly better than Rbmt2. This strengthens the observation
that rule-based systems heavily rely on the amount of effort that the provider
puts into the development of certain language pairs.

Apart from that, all systems perform comparably close, even closer as in
the first round. In other words, system improvement makes the choice of a
best, system even harder.

4.2 Error classification

The error classification results are presented in Table 9 — for each translation
system, raw error counts in its output were normalised over total number of
sentences generated by this system. Thus, the percentage “12.9” in the column
”Jane” and row ”lexical choice (minor)” can be interpreted as follows: in 100
sentences translated by Jane there is a total of 12.9 minor lexical choice errors.
The exact error distribution among the sentences is not indicated by these
numbers. It can be seen that the most frequent errors in all systems are again
wrong lexical choices, terminology errors and syntax errors. One observation
is that the rule-based systems have more problems with terminology errors
than statistical systems. The statistics referring to terminology errors should
be considered with care. During analysis of the evaluation data it became
obvious that the assessment of terminology error versus lexical choice was not
consistently done by the annotators. Most terminology errors turned out to
be errors of lexical choice. An example can be seen in the second sentence
in table 10. Translating ”Einstellung” as ”attitude” is not merely using the
wrong technical term in a specific customer context but semantically wrong,
therefore it is not a terminological error but the wrong lexical choice. On the
other hand, the rule based systems produce less severe morphological errors
and significantly less omissions.

Another interesting observation is that the number of severe errors for all
error types is higher than the number of minor errors. Exceptions include
incorrect lexical choice for the rule-based systems, where both are nearly the
same.

From this table, one can now generate recommendations for the most ef-
fective system improvements. It seems that better syntactical modelling and
improvement of terminology use should have the biggest effect. Lexical choice
in general is an issue, but the solution would probably require modelling of
meaning, context and world knowledge, which may be even more demanding.

Table 10 presents three examples of human error classification performed
on German-to-English translation outputs.

4.3 Post-editing

The human post-edits were again used to study the difference between selecting
sentences for post-editing and ranking as well as to get details about the errors
the system made.
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Table 9 Human error classification in the second evaluation round: for each system, raw
error counts are normalised over the total number of evaluated sentences generated by this
system.

Jane | Moses | Rbmtl | Rbmt2
lexical choice  minor 12.9 15.1 23.1 18.4
severe | 22.1 21.8 23.0 18.7
terminology minor 5.9 6.6 11.6 10.4
severe | 27.0 29.3 44.2 37.2
morphology minor | 17.8 8.0 9.2 7.8
severe 14.3 16.2 11.7 11.9
syntax minor 7.8 7.6 9.8 9.7
severe | 27.5 36.6 28.3 28.4
misspelling minor 5.8 2.5 3.4 3.8
severe 5.6 1.7 1.8 1.3
insertion minor 3.6 3.1 6.7 4.1
severe 7.0 6.7 7.1 7.1
missing words 19.7 20.5 10.1 8.7
punctuation minor 5.4 5.4 9.8 8.1
severe 2.6 2.9 1.7 4.0
other minor 1.3 1.5 1.6 2.8
severe 3.4 2.3 2.7 3.3
too many errors 41.2 42.4 33.3 41.2

4.8.1 Ranking for translation quality vs. selection for post-editing

Comparison between sentence ranking and selection for post-editing in the
second round confirmed the results obtained in the first round: the results
can be seen in Table 11. An interesting detail is that percentage of selected
sentences which are also best ranked is substantially higher for rule-based
systems than for statistical systems.

4.8.2 Post-edit all

As in the first round, for this task automatic error analysis was performed
using the post-edited translations as references in order to obtain more insight
into the nature of post-edit corrections and to learn more about differences
between the systems. The same five types of edits were taken into account:
correcting word form (morphology), correcting word order, adding missing
word, deleting extra word and correcting lexical choice. The results for each
of the five edit types for the five systems are shown in Table 12 in the form of
edit rates. Edit rate is defined as number of edited words normalised over the
total number of words in the translation output.

The most frequent correction for all systems is again the lexical choice
followed by the word order. Furthermore, it can be seen that the rule-based
systems better handle morphology and induce less missing words. The same
tendencies were also observed in the human error classification results.

The distribution of edit types for Trados is same as in the first round, i.e.
the majority of edits are lexical due to untranslated portions which are not
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Table 10 Examples of human error classification in German-to-English translation outputs.

source: Der Gelatiere, auf deutsch etwas altertiimlich der Eiskonditor, stellt
die Creme nach allen Regeln der italienischen Eismacherkunst her.
errors: severe lexical choice (SLC), severe terminology (ST), severe

morphology (SM), severe syntax (SS), minor punctuation (MP)
translation: ~ The Gelatiere in German old-fashioned Eiskonditor somethingsrc,ss
,Mp creatingg)s the cream aftergypc all the rules of the Italian
Eismacherkunstg; .
reference: The Gelatiere — in German the slightly more old-fashioned Eiskonditor —
creates the cream according to all the rules of the Italian ice cream
making art.

source: Einstellung durch Driicken des roten Knopfes bestitigen.

errors: missing words, severe terminology (ST), severe lexical choice (SLC)

translation:  Attitudegr by pressing the red Knopfessro .

reference: Confirm setting by pressing the red button.

source: Das Schalten der Pumpe iiber Triacs / Halbleiterrelais ist im Einzelfall
zu priifen.

errors: severe terminology (ST), minor morphology (MM)

translation: = The switching of the creditsgr abovegr bidirectionalgy triodegr
thyristorgy / semiconductor relay sy is to be checked on an individual
basis.

reference: Pump operation via triacs / semi-conductor relays must be checked in
individual cases.

source: Uberraschenderweise zeigte sich, dass die neuen Rite in Bezug
auf diese neuen Begriffe etwas im Dunkeln tappen.
errors: missing words, minor lexical choice (MLC), severe syntax (SS)

translation:  Surprisingly , the new councils,;; ¢ in relation to which the new termsgg
somewhatgg ingg thegg darkgg .

reference: Surprisingly , it turned out that the new council members
do not understand the well-known concepts .

source: Um das zu wissen, muss man nicht nach Anzola dell’Emilia
in der Provinz Bologna fahren.
errors: missing words, severe insertion (SI), minor misspelling (MMS)

translation:  In order to know , atg; theg; endg; ofs; Anzola Dellp s
Emilia in the province of Bologna.

reference: You do not need to go to Anzola dell’Emilia
in the province of Bologna to know that .

Table 11 Percentage of sentences with a given rank selected as the best for post-editing;
no Google for selection, no Trados for ranking.

% of selected sentences

rank Overall Jane | Moses | Rbmtl | Rbmt2
1 71.7 65.1 63.9 78.8 73.6
2 19.1 21.4 22.9 15.3 18.7
3 6.5 9.3 9.2 4.2 5.5
4 2.7 4.2 4.0 1.7 2.1
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Table 12 Five types of edit rates for five translation systems in the second evaluation
round: values are percentages of performed edits, i.e. number of edited words normalised
over the total number of words generated by the corresponding system.

edit rates (%) | correcting | correcting adding deleting correcting
word form | word order | missing word | extra word | lexical choice
Jane 5.7 9.5 6.3 7.4 25.7
Rbmtl 4.1 8.2 4.6 7.2 23.5
Moses 5.4 9.9 5.8 7.2 23.4
Rbmt2 4.9 9.9 4.5 7.5 24.7
Trados 2.5 4.0 7.8 8.7 68.4

Table 13 Examples of automatic classification of edit operations in German-to-English
translation outputs (same sentences as in Table 10).

source:

edits:
translation:

reference:

source:
edits:
translation:
reference:

source:
edits:

translation:

reference:

Der Gelatiere, auf deutsch etwas altertiimlich der Eiskonditor, stellt

die Creme nach allen Regeln der italienischen Eismacherkunst her.

lexical choice (LC), word order (O), word form (F)

The Gelatiere in German old- fashionedo Eiskonditoro somethingrc ,1.c
creatingp the cream afteryc all the rules of the Italian EFismacherkunstyc.
The Gelatiere — in German the slightly more old-fashioned Eiskonditor —
creates the cream according to all the rules of the Italian ice cream

making art.

Einstellung durch Driicken des roten Knopfes bestéatigen.
lexical choice (LC), word order (O), missing word (M)
Attituder,c by pressing the red Knopfesrc .
Confirmjs setting by pressing the red button.

Das Schalten der Pumpe tiber Triacs / Halbleiterrelais ist im Einzelfall
zu priifen.

lexical choice (L), word form (F), extra word (E)

Theg switchingg ofp theg creditsg abover, bidirectionaly, triodey,
thyristory, / semiconductor relayr isg tor, be checked ong, ang
individual basisy,.

Pump operation via triacs / semi-conductor relays must be checked

in individual cases.

contained in the memory. This system is again not taken into account in the
further analysis.

Table 13 shows three examples of automatic classification of edit operations
performed in the same German-to-English translation outputs presented in

Table 10.

The detailed results presented separately for each language pair and each do-
main can be seen in Table 14. The following can be observed:

— Word forms: Rbmt1 handles best the morphology in the majority of cases,
for Spanish-to-German is however outperformed by Rbmt2, and for French-
to-German all systems perform comparably.

— Word order: In majority of cases Rbmtl performs the best, however for
German-to-Spanish and German-to-French Jane is the best. The highest
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Table 14 Five types of edit rates separately for each language pair and each domain: values
are percentages of performed edits, i.e. number of edits normalised over the total number
of words generated by the corresponding system. Trados is not taken into account (see the
main text).

edit rates (%)  correcting— [ form | order [ missing [ extra [ lexical |

de-en Jane 2.9 9.3 8.0 4.5 17.2
Moses 2.7 9.1 6.7 4.1 13.8
Rbmt1 1.8 8.5 4.0 6.0 14.6
Rbmt2 2.5 9.6 4.2 5.4 14.2
de-es Jane 5.3 9.6 8.7 5.1 18.5
Moses 5.1 10.5 7.7 4.3 19.2
Rbmt1 4.9 10.2 5.1 5.5 19.8
Rbmt2 7.8 20.3 7.2 3.1 23.3
de-fr Jane 4.8 12.1 6.0 9.0 32.8
Moses 4.9 12.5 4.6 10.4 31.3
Rbmt1 4.5 12.7 5.2 8.8 34.0
Rbmt2 4.6 12.7 4.3 10.2 34.5
en-de Jane 8.0 9.7 4.5 8.9 24.2
Moses 7.5 9.8 4.3 7.9 20.3
Rbmt1 4.8 5.8 5.0 6.2 19.6
Rbmt2 5.1 6.5 4.7 5.6 19.2
es-de Jane 6.7 7.0 5.8 7.4 26.9
Moses 6.6 8.0 6.7 6.8 25.6
Rbmt1 4.7 5.4 4.5 7.3 23.8
Rbmt2 3.8 9.0 4.5 8.8 28.6
fr-de Jane 7.0 10.5 6.8 7.2 27.6
Moses 5.7 9.4 5.6 5.0 23.0
Rbmt1 5.7 6.9 2.7 8.6 22.5
Rbmt2 5.7 7.5 3.2 5.9 18.1
News Jane 5.4 10.8 6.3 7.4 25.3
Moses 5.1 10.9 5.4 7.4 22.8
Rbmt1 4.0 9.5 4.5 7.3 23.2
Rbmt2 4.7 11.1 4.5 6.9 23.4
OpenOffice Jane 6.3 6.7 6.2 7.3 26.6
Moses 6.2 7.5 6.6 6.8 25.0
Rbmt1 4.5 5.3 4.6 7.0 24.1
Rbmt2 5.4 7.6 4.3 8.7 27.0

percentage of word order post-edits is present for the German-to-Spanish
and German-to-French translations, and it is higher for the News than for
the OpenOffice domain.

— Missing words: All systems perform comparably, Rbmtl slightly better
than others.

— Extra words: All systems perform comparably.

— Lexical choice: All systems perform comparably. The highest number of
correcting lexical choice appears for the German-to-French translation and
the lowest for the German-to-English and German-to-Spanish translations.

A detailed analysis for Trados has not been made as the matching score
of the system already entails the estimated effort for the translator to pro-
duce a high-quality human translation. Roughly one can say a 100% match
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is considered as no effort needed, towards 85% post-editing effort is less than
translating from scratch and below 85% creating a new translation is faster
than post-editing. These matching scores are considered in pricing: usually
LSPs negotiate rebates with translators on the basis that higher valued fuzzy
matches do not require as much manual work than low fuzzies or new content
and thus are paid less. The rebates are staggered, so the translator is paid
more for the lower the match rate. For the LSP to have a real use from MT a
comparable categorization of machine translation quality is sorely needed to
estimate post-editing effort before translation as translation offers are usually
created before starting to translate.

5 Summary

In this work, we have presented the results of a broad human evaluation where
professional translators have judged machine translation outputs of distinct
systems via three different tasks: ranking, error classification and post-editing.
We have systematically analysed the obtained results in order to better un-
derstand the selection mechanisms of human evaluators as well as differences
between machine translation systems. The most severe problems that machine
translation systems encounter are related to terminology/lexical choice and
syntax. Human annotators seem to prefer well-formed sentences over unstruc-
tured outputs, even if the latter contain the “material” needed for creating a
good translation. Further work is needed to study these hypotheses in more
depth.

Other results of the TARAXU project not covered in this article are the
overall system architecture (see [Burchardt et al (2013)]) and an automatic
selection mechanism (see [Avramidis et al (2011)]). The TARAX U system pro-
totype allows the inclusion of hybrid MT into an everyday translation produc-
tion workflow including handling of different file formats, use of translation
memory and post-editing. The selection mechanism makes use of state-of-the
art machine learning to select the best translation out of the different sys-
tems’ output using features from language checking, system internal features
or parsing probability. For more details, we refer the reader to the given pub-
lications.5
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