GNC architecture for autonomous robotic capture of a non-cooperative target: preliminary concept design
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Abstract
Recent studies of the space debris population in low Earth orbit (LEO) have concluded that certain regions have already reached a critical density of objects. This will eventually lead to a cascading process called the Kessler syndrome. The time may have come to seriously consider active debris removal (ADR) missions as the only viable way of preserving the space environment for future generations. Among all objects in the current environment, the SL-8 (Kosmos 3M second stages) rocket bodies (R/Bs) are some of the most suitable targets for future robotic ADR missions. However, to date, an autonomous relative navigation to and capture of a non-cooperative target has never been performed. Therefore, there is a need for more advanced, autonomous and modular systems that can cope with uncontrolled, tumbling objects. The guidance, navigation and control (GNC) system is one of the most critical ones. The main objective of this paper is to present a preliminary concept of a modular GNC architecture that should enable a safe and fuel-efficient capture of a known but uncooperative target, such as Kosmos 3M R/B. In particular, the concept was developed having in mind the most critical part of an ADR mission, i.e. close range proximity operations, and state of the art algorithms in the field of autonomous rendezvous and docking. In the end, a brief description of the hardware in the loop (HIL) testing facility is made, foreseen for the practical evaluation of the developed architecture.
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1. Introduction

The launch of the first artificial satellite, Sputnik-1, a sphere of 58 cm in diameter and mass of 84 kg, in 1957 marked the beginning of human space exploration. However, it also marked the birth of non-functional, man-made, earth-orbiting objects denoted as space debris. Since then, there have been more than 4900 launches, which placed around 6600 satellites in orbit. Almost one half of them is still in orbit and the total amount of mass of intact space hardware is around 6300 t. However, those numbers do not include the fragmented objects. Considering also those, the number of objects goes even higher. Indeed, the total number of objects tracked routinely by the United States Space Surveillance Network (US SSN) is around 23,000 for objects larger than 5-10 cm in low Earth orbit (LEO\textsuperscript{2}) and 30 cm-1 m in geostationary Earth orbit (GEO\textsuperscript{3}) \cite{51, 58}. The population of non traceable particles is estimated to be approximately 500,000 units, for particles between 1-10 cm, and more than 100 million for those smaller than 1 cm \cite{43}.

The origin of 66% of the cataloged objects is due to more than 200 recorded in-orbit fragmentation events, the majority of which were in-orbit explosions. 28% of the cataloged objects is represented by decommissioned satellites, spent upper stages and other related objects. The operational satellites represent only 6\% of the total figure \cite{58, 31}.

Two recent collision events have however contributed, on their own, to more than half of the objects in the region below 1000 km thus raising the public awareness of the space debris issue. The first event was the Chinese anti-satellite weapon test (ASAT) on the Fengyun-1C (FY-1C) weather satellite, which occurred in 2007, at an altitude of 862 km. The second was the unintentional collision between the defunct Russian satellite Kosmos 2251 and the operational US satellite Iridium 33, which occurred in 2009, at an altitude of 789 km. This last event in particular has confirmed the concern of the international scientific community of onsetting, in LEO, of a self-sustaining,

\begin{footnote}
\textsuperscript{2}Considered to be the region from the beginning of the space environment (i.e. around 100 km from the ground) up to an altitude of 2000 km.
\textsuperscript{3}Considered to be a geosynchronous orbit 35,786 km above the equator.
\end{footnote}
cascading process known as the “Kessler syndrome” [33, 34, 31]. This event, first predicted by Kessler and Cour-Palais [27], indicates a phenomenon where the number of objects is expected to increase exponentially due to mutual collisions between the objects creating a belt of debris around the Earth [27]. The LEO region is particularly susceptible to this phenomenon since it contains more than 40% of the total in-orbit mass (i.e. around 2500 t). More in detail, the majority of that mass is contained in altitudes around 600, 800 and 1000 km (see Figure 1). 97% of that mass is represented by rocket bodies (R/Bs) and spacecrafts (S/Cs). The latter are mainly concentrated in the 600 km region, while the former are mainly in the 800 and 1000 km regions [31].

To mitigate this phenomenon, various national and international organizations have issued a set of non binding space debris mitigation guidelines aimed among others at [9]:

1. reducing the amount of space debris created during nominal operations
2. minimizing potential brake-ups and collisions
3. limiting the presence of non-operational satellites and rocket bodies

Nevertheless, recent studies have shown that those mitigation measures are
not enough to stabilize the current space debris environment. In fact, Liou et al. [35], in their study, concluded that the number of in-orbit objects bigger than 10 cm is expected to rise by 75% in the next 200 years even with 90% compliance to post-mission disposal measures and no future in-orbit explosions (see Figure 2). The assumed launch rate was the one of the previous years. Moreover, considering even the scenario of “no-future-launches”, the population of space debris is expected to grow in LEO in the next 200 years. This means that in certain orbital regions the critical density of objects has been reached and an active removal of in-orbit mass has to be considered to stabilize the space debris environment. The active removal of only five objects per year, if started in 2020, coupled with 90% implementation of mitigation measures, should be enough to maintain the number of objects comparable to that in 2011. In order to reduce the space debris population in LEO to the number it had prior to the two most recent brake-up events, the removal of more objects per year should be considered [35, 31].

The concept of active debris removal (ADR) has been around for some time, especially the one involving orbital robotics, due to its similarity to on-orbit servicing (OOS). The latter has its origins in early 1980s after the
successful usage of the Space Shuttle remote manipulator in STS-2 mission [62]. Despite this, the idea of an ADR never took off due to tremendous costs, legal and technical issues related to it. Moreover, until recently it has not been possible to quantify the real benefit of an ADR mission [31].

Rendezvousing and capturing large uncooperative objects\(^4\) is not an easy task. In fact, until today it has not been performed without humans in the loop. Naasz et al. [41] state in a paper that: “...no spacecraft has ever performed autonomous capture of a non-cooperative vehicle, and a full 6 degrees of freedom (DOF) relative navigation sensing to non-cooperative vehicle has only been shown to a limited extent.”

The autonomy is requested in particular in the final phases of the approach of the chaser vehicle (chaser) to the target vehicle (target) due to the limited reaction time available to face anomalies and/or communication problems\(^5\) that might occur [42]. The automated rendezvous and docking is nowadays the state of the art of the space technology (see for example [46]), but if ADR is going to be performed routinely new technological challenges need to be tackled. Most of them are related to the fact that a typical target is not sufficiently equipped for the capture. Thus, it does not have reflectors, markers or radio beacons that could ease the determination of its relative position and attitude. Moreover, no grappling features are usually available, making the capturing of the target even more complicated. In the end, the target might have some sort of tumbling motion\(^6\) which poses strict requirements on the trajectory safety, due to the increased possibility of collision of the chaser with rotating appendages of the target.

It is worth noting that in this paper, automation and autonomy are intended as two different terms. They both indicate processes that can be executed without any human intervention. Automation involves software/hardware processes that substitute a manual routine by following a predetermined step-by-step sequences. However, they could still require human intervention to solve contingencies and unexpected behaviors. Autonomy, on the other hand, implies a more capable system that is able to perform actions and make decisions independently from the ground control. Thus, trying to

---

\(^4\)Intended as objects that have lost the control authority and the ability to communicate their state either to the ground control or to the chaser spacecraft.

\(^5\)Such as the transmission delay or the communication bandwidth.

\(^6\)Intended in this paper as the target’s rotation around at least one axis with an angular rate between 1deg/s and 18 deg/s [40].
emulate human processes rather than replacing them with a pre-programmed sequences [54].

Most of those technological challenges are somehow related to the GNC system making it one of the most critical pieces of the whole chaser spacecraft. Given its importance, not only in ADR, but in all space missions, there have been a great deal of fundamental studies in this area of research. However, it is very difficult to select one of them that could readily solve all the phases related to a robotic capture of an uncooperative target. In fact, taking into account all the phases related to close range proximity operations is a difficult task. Different phases (e.g. fly-around, pose estimation, approach, manipulator deployment, grasping and stabilization of the compound) have different problems and considerations. Thus, most of the researchers tend to concentrate just on one phase or one part of the GNC system (e.g. navigation or control). A small body of work was dedicated specifically to the GNC architecture as a whole. Moreover, we have not been able to find until now a research dedicated specifically to the development of a GNC architecture for a robotic removal of upper stages.

To fill this gap and support future ADR missions, DFKI, within the initial training network (ITN) Stardust, has committed itself since November 2013 to study close range navigation and manipulation of uncooperative targets. Within that context, the following paper will present a preliminary concept design of a GNC architecture that should enable autonomous robotic capture of uncooperative upper stages. The novelty presented here consist of individuating the challenges and critical aspects of such an architecture, and present a series of state of the art algorithms that could populate that architecture. Moreover, a comprehensive description of current trends in the GNC for autonomous rendezvous and docking missions is also provided, hoping it could serve as a stepping-stone for the development of future GNC architectures for robotic ADR missions.

It is worth noting that in this paper, only the close range rendezvous phase of an ADR mission is considered. However, a quick overview of all mission phases will be illustrated for the sake of completeness. Furthermore, the target is assumed to be uncooperative although well known a priori.

The content of this paper is organized as follows. At first, a comprehensive description of the state-of-the-art in the field of autonomous rendezvous and

\footnote{At least to our best knowledge.}
docking/capture is presented in Section 2. Particular attention is given to the past missions, GNC architectures, and algorithms. Next, in Section 3, the envisioned ADR mission scenario is illustrated. A specific target is defined and major characteristics of the chaser are outlined. A preliminary concept of the GNC architecture is instead presented immediately after in Section 4. Various modules composing the architecture are described and the selection of algorithms that could be integrated within the individual modules is presented. A brief description of the robotics module, along with its interaction with the GNC architecture of the spacecraft is also made. The last part of this section is dedicated to a brief presentation of the hardware in the loop (HIL) testing facility intended to be used to validate the adequacy of the presented GNC architecture. The last section, i.e. Section 5, is dedicated to the conclusions and the future road map that will further improve the envisioned concept of the GNC architecture.

2. Autonomous rendezvous and docking: background and related work

Autonomous rendezvous and docking (ARVD) between two cooperative spacecrafts is not yet a routine operation, especially when one of the spacecrafts is non-cooperative. Nevertheless, given that it involves areas of research, such as pose\(^8\) estimation, spacecraft control and path planning, there has been a fair amount of work on those topics in the last few decades. Moreover, quite few missions have been able to accomplish some sort of autonomous rendezvous and proximity operations in the past and there are some of them planned for the near future in order to bridge the existing gap. Thus, this section will give a brief overview of some of the most relevant past and future missions dealing with autonomous rendezvous (ARV) as well as of some theoretical work done in the mentioned research areas. The overview does not pretend to be complete but is in our opinion quite representative of the ARV panorama.

2.1. Past and future missions

The first ever in orbit rendezvous occurred on December 15th, 1965, when astronauts Walter Schirra and Thomas Stafford aligned their spacecraft Gemini VI with Gemini VII piloted by James A. Lowell and commanded by

\(^8\)Pose intended as position and attitude.
Frank Borman. This initial achievement was quickly overrun several months later, on March 16th, 1966, when the first-ever successful orbital rendezvous and docking was performed by astronauts Neil Armstrong and Dave Scott. During it they rendezvoused and docked their Gemini VIII spacecraft with the Agena target vehicle. These successes, along with the objective to favor manned space flight, towards the goal of going to the Moon, marked heavily the automated capabilities of United States (US) spacecrafts. At least until the last two decades as it will be described further on [57].

Russians, on the other hand, pursued from the start an automated approach to the space flight, relegating the onboard crew to monitoring the operations and intervening only in cases of emergency. This has led to a first-ever automated rendezvous and docking (RVD) between two unmanned, robotic spacecrafts named Kosmos 186 (chaser) and Kosmos 188 (target), on October 30, 1967. The automated rendezvous system responsible for this success was the Igla radar system. The success of this first mission was then repeated multiple times and in 1968 Russia finally confirmed its path towards automation in space and the building of their space station as a stepping-stone towards deep space exploration. A more advanced Russian automated spacecraft, used even today to ferry cargo to the International Space Station (ISS), is the Progress vehicle. It was introduced in 1978 and is equipped with the Kurs rendezvous radar system. This system is still considered to be the current standard of automatic rendezvous systems despite its weight and power consumption [57, 42].

To overcome the cumbersome and aging design of previous automatic navigation systems, recent experimental missions have been performed mainly by the Japan and US authorities towards the goal of autonomous close proximity operations. The first mission in line is the Japanese Engineering Test Satellite (ETS)-VII. It was launched in November 1998 and developed by the National Space Development Agency of Japan (NASDA, currently JAXA) as a demonstration mission of some of the technologies for the H-II Transfer Vehicle (HTV), in particular of advanced ARVD techniques and unmanned orbital operations. It was the first-ever mission with a unmanned spacecraft having a robotic manipulator onboard and the first to perform an ARVD between unmanned spacecrafts. The space segment of the mission consisted of two spacecrafts, the chaser, named Hikoboshi, and the target, named Orihime. [57, 42, 62]. To date, it can be considered as “the most complex successful technological demonstration of a service mission” [23]. However, the target spacecraft was cooperative and even then the mission experienced an
attitude anomaly during one of ARVD maneuvers. This, forced the ground control to reconfigure the Rendezvous Flight Software (RVFS) to recover from the anomaly and accomplish the task [42].

The Experimental Satellite System-10 (XSS-10) was the first US mission to demonstrate basic autonomous proximity operations capabilities around a resident space object\(^9\) (RSO). Particularly, the mission objectives were to perform: an autonomous navigation around an RSO on a preplanned course, semi-autonomous proximity operation maneuvers and an inspection of an RSO. The 31kg spacecraft was developed by the US Air Force Research Laboratory (AFRL) and the chosen RSO was the Delta II stage that released the spacecraft into the orbit. The mission was performed in 2003. All primary mission objectives were met although minor problems were encountered during the mission. The most relevant was the connection dropout with the satellite during its closest approach to the RSO. This way the closest distance to it could not be measured and the close-in images of the target could not be downloaded [11, 42].

The Experimental Satellite System-11 (XSS-11) was the successor of the previously mentioned spacecraft. It was developed by the Lockheed Martin Space Systems and commissioned by the US AFRL. It was launched in 2005 with the objective to verify the GNC system for a safe and autonomous rendezvous and close proximity operations with multiple space objects. The spacecraft was a microsatellite class vehicle having around 100/145kg of dry/wet mass. It was equipped with a scanning light detection and ranging (LIDAR) sensor for relative range and angle measurements. The spacecraft was planned to perform maneuvers in complete autonomy by relying on its onboard planner. By the fall of 2005, the spacecraft had successfully performed more than 20 rendezvous maneuvers with its Minotaur 4th stage rocket body and several other close proximity operations [57]. The nominal duration of the mission was stated to be 12-18 months with subsequent de-orbiting of the spacecraft, but according to the EoPortal [16] the spacecraft was still in orbit on February 2007. To our knowledge further information about the mission was not made public.

The National Aeronautics and Space Administration (NASA) agency launched its own ARV mission, the Demonstration of Autonomous Rendezvous Technology (DART) just few days after the launch of XSS-11, on April 15th, 2005.

\(^9\)Intended as either an active or inactive/decommissioned spacecraft/vehicle in orbit.
The objective of the mission was to demonstrate US capability of completely autonomous rendezvous. The mission was slated to last only 24 h, during which the DART spacecraft had to autonomously track and rendezvous, within 5 m, with the specially designed target vehicle, the Multiple Paths Beyond-Line-of-Sight Communication (MUBLCOM) satellite. The relative position and orientation was to be determined with advanced video guidance sensor (AVGS). Also in this case the target was cooperative. After the successful orbit insertion and first phases of the rendezvous, the mission failed about 11 h into the mission, due to navigation errors and consequent excessive usage of the fuel. The DART spacecraft eventually collided with the MUBLCOM satellite without even the spacecraft being aware of the collision, given that the AVGS sensor never came into the usage [57].

Another relevant US mission in line is the Orbital Express (OE) developed by the US Defense Advanced Research Projects Agency (DARPA) and launched in March 2007. The duration of the mission was 90 days during which the OE needed to demonstrate several key technologies intended to validate the capabilities of autonomous approach, rendezvous, capture and on-orbit servicing (OOS) of a target spacecraft by means of a robotic manipulator. The space segment consisted of two spacecrafts: a servicing satellite, the Autonomous Space Transport & Robotic Operations (ASTRO) vehicle equipped with a 3 m long manipulator and a satellite being serviced, a prototype of a modular Next Generation serviceable Satellite (NEXTSat). Unlike the ETS-VII mission performed 10 years before, OE had to demonstrate a higher degree of autonomy in all tasks. ASTRO was equipped with several different navigation sensors and imaging software that enabled observation of the target regardless of lighting conditions, range and background [57, 42, 60]. The mission was successful although the servicer did experience some anomalies, one of which even threatened to end the mission at the day one. The anomaly was related to the flight software that commanded the reaction wheel “backwards” thus preventing the system from achieving a safe sun-pointing attitude. The situation was promptly discovered and solved with a software update issued by the ground control. Another anomaly worth mentioning was the primary sensor computer central processing unit (CPU) fault that ASTRO encountered during the 30-meter ARV scenario. The anomaly triggered an abort command and it took the ground control 8 days to solve the problem [12, 25, 59].

Based on the mentioned missions it is therefore possible to note that almost every mission did experience some sort of malfunction that required
a promptly intervention from the ground control. This underlines that autonomous rendezvous and proximity operations without humans in the loop is not yet mature enough [45]. Thus, much work needs still to be done to raise the technological readiness level that will eventually enable routine ARVD.

One of the future missions planning on raising this technological level is the Deutsche Orbitale Servicing Mission (DEOS). The mission is currently in the definition phase and it is being developed by DLR and Airbus Defence and Space (as a prime contractor). According to current information, the mission should be ready for launch in 2018 [2]. The main mission objective is the in-orbit demonstration of technologies and techniques needed for unmanned autonomous and tele-operated on-orbit servicing of an uncooperative target. In particular, the mission will demonstrate all different phases of an autonomous rendezvous and docking/capture (ARVD/C) mission with increasing complexity [48]. The servicing spacecraft will have a 3m robotic manipulator with 7 degrees of freedom (DOF), a docking and berthing mechanism. The client spacecraft should exhibit a grappling fixture and also a docking and berthing mechanism. The client will be designed to perform different attitude maneuvers in order to simulate a behavior of a non-cooperative, tumbling client satellite [49].

2.2. State of the art of RV control architectures

The standard control architecture traditionally used for automated rendezvous and docking of vehicles, such as the Automated Transfer Vehicle (ATV), HTV or Progress vehicle, has been illustrated by [17] in his book entitled Automated Rendezvous and Docking of Spacecraft. The architecture is divided in several modules interconnected between them showing simply the levels of authority. Those modules are\(^{10}\): the automatic failure detection, isolation and recovery (FDIR), the automatic mission and vehicle management (MVM) and the GNC. The ground control, as expected, plays in this architecture an important part given that it only has the authority to perform collision avoidance maneuvers (CAM) and impart commands to the rendezvous control system. Nevertheless, capturing a non-cooperative, tumbling target could require some degree of autonomy which is the motivation of the presented research.

\(^{10}\)Presented hereafter in order of hierarchy in a control system.
Nolet and Miller [42] presented a control architecture developed for a nanosatellite platform SPHERES\textsuperscript{11} to demonstrate a series of autonomous docking and formation flight experiments onboard the ISS. The presented architecture is an extended version of Fehse’s. It takes into account an autonomous approach and thus grants the onboard computer the authority and capability to perform decisions and in particular to perform a CAM through the FDIR module in case of anomalies. Moreover, in this case the communication with the ground control is assumed to be intermittent or even non-existent. However, Nolet and Miller [42] consider that the target vehicle is able to communicate its states to the chaser while tumbling. Our assumption is that the target is not only tumbling but is also non-cooperative meaning that the chaser has to estimate on its own the relative position and attitude of the target prior to its capture. Moreover, Nolet and Miller [42] consider only the docking scenario while we tackle the capture and manipulation of the target by means of a manipulator. Furthermore, our architecture should eventually include also some of the state-of-the-art GNC algorithms that are missing in the one developed by Nolet and Miller [42]. Nevertheless, given its proven and validated design, we have considered it as a basis for our own GNC architecture.

More recently, Sommer and Ahrns [50] presented a GNC concept for rendezvous and capture, by means of a lightweight manipulator, of a small spacecraft. The methodology of their research relies heavily on the consolidated experience of the ATV thus excluding some of the cutting edge algorithms and techniques. For example, the relative pose estimation is done by using a template matching technique, an iterative closest point algorithm (ICP) and a Kalman filter. The control of the attitude and position in close range is done through a configurable proportional-integral-derivative (PID) controller. In far/mid range the pose control is done simply by comparison of the reference and actual states of the spacecraft. No information is given regarding the guidance algorithm used. The role of the ground control is not explicitly mentioned in the research although it should be expected to be similar to the one of an ATV mission.

\textsuperscript{11}Url: http://ssl.mit.edu/spheres/index.html.
2.3. State of the art of GNC algorithms

The idea of an unmanned robotic spacecraft capable of capturing and servicing other malfunctioning spacecrafts dates back in early 1980s after the successful usage of the Space Shuttle remote manipulator system, in the STS-2 mission. Several manned on-orbit servicing missions followed to repair and deploy malfunctioning satellites (such as Anik-B, Intelsat 6 and Hubble telescope), but a completely autonomous, unmanned mission has yet to become reality despite the demonstration missions mentioned at the beginning of the section [62]. Nevertheless, there has been over the years a tremendous amount of theoretical research dealing with individual areas of ARVD/C missions, especially in the context of guidance, navigation and control. Flores-Abad et al. [18] have provided an exhaustive review of space robotics technologies for on-orbit servicing. Based on their work we present hereafter some of the state of the art research in the navigation and guidance fields. A description of some of the state-of-the-art control algorithms follows.

Starting with the algorithms for the estimation of the pose of a target, Hillenbrand and Lampariello [22] proposed a method for estimating not only the pose and angular velocity of a free-floating target but also its center of mass and inertia tensor by using range data and a least square method. Tzschichholz et al. [55] presented an algorithm for spacecraft pose estimation and motion prediction based on rotation- and scale-invariant features using a photonic mixer device (PMD) camera. Aghili et al. [1] made a study of a fault-tolerant method for pose estimation of space objects using Neptec’s Laser Camera System (LCS), Kalman filter (KF) and an iterative closest point (ICP) algorithm in a closed-loop configuration.

Regarding guidance techniques for proximity operations, Flores-Abad et al. [18] mentions the following works: Matsumoto et al. [39] proposed two methods for safe approach to an uncontrolled rotating spacecraft: a passive fly-by and an optimized trajectory. Ma et al. [38] optimized the approach trajectory of a chaser to a tumbling target such that the relative motion between the two is zero by minimizing the approach time and fuel. Pontryagin’s Maximum Principle was used for the optimization process. A method using mixed-integer linear programming (MILP) or alternatively only linear programming (LP) for generating on-line fuel-efficient and safe trajectories was developed by Breger and How [6].

Concerning the control algorithms, there have been a wide variety of researchers tackling both linear and nonlinear control methodologies. Luo et al. [36] have provided in their research paper a good overview of current modern
control methods based on fuzzy logic [24], neural networks [63] and simulated annealing algorithms [37]. The State-dependent Riccati equation (SDRE) approach recently seems to attract a lot of research in this field as proven by the works of Çimen [8], Lee and Pernicka [30], Di Mauro [14]. The Linear quadratic tracking controller (LQT) and linear quadratic regulator (LQR), based on linear systems, have been studied and proposed by Lee and Pernicka [30] and Arantes and Martins-Filho [3].

3. Reference mission

The reference mission selected for this research is a robotic ADR mission aiming at capturing and de-orbiting several targets, all of the same type. This approach has several advantages over the single object mission. Namely, the reduced research and development effort (R&D) for the whole mission and the overall cost.

Following is a more detailed description of the selected target object, the robotic chaser spacecraft and the overall mission profile. The description is more focused on proximity operations since our aim is just to give a context to the architecture that is described in the next section.

3.1. Target object

According to the US Space Track catalog\textsuperscript{12} there are in orbit, at the time of writing\textsuperscript{13}, 3974 intact payloads, 1998 intact rocket bodies and 11157 tracked space debris objects. If the objective of future ADR missions is to stabilize the space debris environment by limiting the number of fragments arising form accidental collisions, targets of those missions should be mainly large intact objects from the most crowded regions. This means, to focus the ADR efforts towards targets that exhibit the highest product of collision probability and mass. The objects on highly eccentric GEO-transfer orbits should however be excluded from this metrics given their limited presence in LEO [31]. According to the above mentioned ranking method, [31] has identified the top 500 targets that should be first tackled by any future debris removal mission in order to stabilize the space debris environment. The prograde region, and in particular the $h = 950 \pm 100\text{ km}$, $i = 82 \pm 1\text{ deg}$\textsuperscript{14}.

\textsuperscript{12}Url: https://www.space-track.org. \\
\textsuperscript{13}August 26th, 2014. \\
\textsuperscript{14}$h$ indicates the orbital altitude and $i$ its inclination.
band is especially interesting due to the fact that it is dominated mainly by several well-known RSOs (e.g. SL-3 R/Bs-Vostok second stages, SL-8 R/Bs-Kosmos 3M second stages, SL-16 R/Bs-Zenit second stages, etc.) [31, 13].

Additional issues that need to be taken into consideration during the selection of the target are the issues of legal nature. In fact, according to the international law, the launching state retains the jurisdiction of the launched object perpetually. Thus, to remove an RSO, an approval from its legal owner is needed [13].

In general, rocket bodies are considered to be less confidential than spacecrafts which is why their removal should pose less legal problems. Furthermore, due to their design, they are considered to be sturdier. Moreover, they generally do not posses appendages and their attitude motion in LEO can be expected to be stable, with low angular rates\textsuperscript{15}, after only few years in space [47].

All those considerations have led us to consider the Russian Kosmos 3M second stages (see Figure 3\textsuperscript{16}) as the target objects of our research. Around 300 are currently present in orbit [13].

One particular R/B was chosen as the initial target of the reference mission due to its orbital characteristics and the date of the launch\textsuperscript{17}. The selected R/B is identified in the US Space Track catalog\textsuperscript{18} with the ID 1975-074B and its essential orbital parameters are listed hereafter\textsuperscript{19}:

- launch date: 14.08.1975
- period: 104.66 min
- inclination: 82.9 deg
- apogee: 995 km
- perigee: 962 km
- eccentricity: 0.0022

\textsuperscript{15}Considered to be according to the literature few degrees per second.
\textsuperscript{16}Source url: http://goo.gl/sUTltm
\textsuperscript{17}This body was chosen only to define a representative mission and may change based on future studies.
\textsuperscript{18}Url: https://www.space-track.org.
\textsuperscript{19}Obtained at the orbit epoch of August 23, 2014.
The physical properties of this vehicle are:

- diameter: 2.4 m
- length: 6.5 m
- dry mass: 1400 kg

The authors were not able to retrieve any data concerning the attitude motion of the chosen target. However, according to studies performed by Praly et al. [47], it is acceptable to consider that given its age, its angular rate should be low and in any case no more than few degrees per second.

3.2. Chaser spacecraft

The chaser spacecraft is a robotic system, similar to the one described by Castronuovo [7], carrying onboard four de-orbiting kits, a suite of sensors for ARVD/C and two robotic manipulators. One will be used for the capture of the target while the other will be used for the attachment of a de-orbiting kit to it. The complete system architecture is out of the scope of the present
paper thus, the general overview of the chaser system will be given for the sake of completeness.

The choice of de-orbiting kits and in particular of hybrid propulsion modules (HPM), such as those described by DeLuca et al. [13], was made based on the requirements of a controlled reentry and very high levels of thrust needed for de-orbiting the target. Hybrid propulsion modules were a specific choice given their potential compact design, high specific impulse, throttling and re-ignition capabilities. The latter two characteristics are in particular the advantage of such modules over the ones based on the solid state propellant. Their disadvantage is a lack of space experience that however should be overcome in coming years given the potential and benefits they showed over the last decades.

The high level system architecture of a chaser for an ADR mission is a difficult trade-off, given the number of variables that need to be taken into account in the optimization process. This difficulty is underlined in a paper written by Bonnal et al. [5] focusing on recent progress and trends for the ADR. The authors stress that currently there is a confusion on how an optimal system architecture of a chaser should look like. Nevertheless, they have identified as a most promising solution a 4-5 t chaser spacecraft carrying at least five de-orbiting kits that should be launched on an Ariane 5 class launch vehicle along with four other identical spacecrafts, each targeting contemporaneously different orbital regions [5]. Based on above mentioned result, we assume a chaser spacecraft of the same class equipped whose characteristics and exact configuration are to be defined in a future research. Nonetheless, the feasibility of the usage of robotic manipulators for the envisioned mission should be out of question as outlined by recent papers [7, 5].

The capture of the target is assumed to be performed using only one manipulator having as an end-effector a capture mechanism that employs directional [21] or electro adhesives [53, 13]. The use of these capture mechanisms allows relaxing the requirements on the tracking of a capture point, since no specific feature on the target has to be grasped.

The spacecraft itself is supposed to be a three axis stabilized vehicle able to perform orbital maneuvers, by means of a cluster of bi-propellant main engines, i.e. orbit control thrusters (OCT). Other actuators of the spacecraft control system (SCS) are a cluster of reaction wheels (RWs), a three-axis magnetic torquer (for desaturation of RWs), and bi-propellant attitude control thrusters (ACT). The latter are supposed to be the ON/OFF thrusters and to have a thruster level of around 200 N. RWs are taken into account.
in order to reduce fuel requirements given the expected long duration of the mission and dynamical coupling that will occur between the manipulators and the base spacecraft. Note however that in order to make the GNC architecture as generic as possible, the SCS is considered as a black box capable of controlling the spacecrafts in all 6 DOF. Thus, specific algorithms for controlling the SCS hardware components will be neglected at the time of writing. This restriction will be evaluated further on and eventually removed from the GNC architecture.

Similarly to the configuration defined by Sommer and Ahrns [50] in their concept, the sensors system of the spacecraft is composed of the typical suite of sensors for an attitude determination and control system (ADCS), plus a suite of sensors needed for the relative navigation purposes. The first suite of sensors is imagined to be composed of a coarse Earth/Sun sensor, a magnetometer, star sensors, gyroscopes and GPS receivers. The suite of sensors for the ARVD/C is envisioned to be composed instead of: an infrared (IR) camera and an optical camera for the far range phase\(^{20}\) (i.e. for distances form \(5 - 1\) km) of the RV, of a scanning LIDAR for the close range approach (i.e. for distances from \(1\) km \(-\) \(50\) m) of the RV and for the pose estimation (in 3D mode and distances from \(50\) \(-\) \(3\) m) of the target and finally of a stereo camera system for the capturing and manipulation phases.

3.3. Mission scenario

In our mission scenario a single chaser spacecraft is expected to autonomously rendezvous and capture, in sequence, four Kosmos 3M rocket bodies and de-orbit them. In order to perform this task it needs to successfully accomplish several major mission phases. Those phases are [17]: launch, phasing, far range rendezvous or homing, close range rendezvous and mating (or more specifically capture in our case). This paper focuses on the last two phases, but, for the sake of completeness, the description of the whole mission scenario is presented in what follows.

3.3.1. Phasing with the target

After the launch, the chaser is assumed to be injected into an initial near circular orbit that is in the same orbital plane as the one of the target, but is lower in altitude, as illustrated in Figure 4.

\(^{20}\)Various phases of the mission are described in the next subsection.
During this initial phase, the chaser will be placed few tens of kilometers below and behind the target. This way the chaser will be in an orbit well below the sphere of uncertainty of approximately 1-2 km in diameter, assumed to be surrounding the target [13]. At this point, after the successful initialization of the chaser spacecraft, the phasing maneuver is initiated in order to reduce the phasing angle between the two vehicles. To achieve this, the altitude of the chaser’s orbit is gradually raised until the rendezvous gate, which is assumed to be around 3 km below and 5 km behind the target (see Figure 5).

These steps, visible in Figure 5, consist in a series of Hohmann transfers and drift times. This approach offers several advantages over a direct injection into the target’s orbit. First, the passive collision avoidance safety is guaranteed at all time given that, even in the case of chaser’s complete control inability, the spacecraft will only drift below the target indefinitely. Second, the Hohmann transfers are generally the most fuel efficient orbital transfers in LEO, which makes this approach very fuel efficient. Third, the timing of Hohmann maneuvers and the duration of drift times can be appropriately tuned to meet specific mission requirements [4].

Absolute navigation sensors (such as the GPS receivers) are generally used
in this first rendezvous phase. Autonomy is not needed in this phase since the commands are generally sent directly from the ground control.

3.3.2. Far range rendezvous

After reaching the rendezvous gate (see Figure 5), the far range rendezvous phase is performed to bring the chaser in the immediate vicinity of the target and create the conditions for close range rendezvous or final approach. This phase consists respectively of a homing and closing rendezvous maneuvers, as illustrated in Figure 6 and Figure 7. In these two phases, only relative navigation is performed using the onboard sensors such as an optical or IR camera and/or a LIDAR. To switch between those sensors at least one intermediate hold point (at a distance of approximately 250-100 m) is necessary.

At the start of the homing maneuver, the bearing angles (azimuth and elevation) are the most important parameters, but, as the distance between the two reduces, the relative distance and velocity gain more and more prominence [7]. It is worth noting that technologies and techniques for the far range rendezvous phase of the mission are not considered critical given that they have already been proven by several past missions (see Subsection 2.1) [13].

Two possible profiles for the far range rendezvous phase have been iden-
The first one, illustrated in Figure 6, is similar to the approach strategy of the European ATV. It consists at first of a Hohmann transfer, to bring the chaser at the same altitude of the target, but, around 1 km behind it ($P_1$ in Figure 6). From this point a series of radial boost transfers, with waiting (station keeping) points, follow, to place the chaser in the immediate proximity of the target, about 50 m from it ($P_2$ in Figure 6). The waiting points are to be used for the switch-over of navigation sensors and re-evaluation of the relative distance between the two objects.

When the chaser is at point $P_2$, the first pose estimation of the target’s motion is performed. A fly around maneuver\footnote{Or multiple ones if necessary.}, using a radial boost, is performed for inspection of the target. Finally, the chaser returns to the initial holding point ($P_2$ in Figure 6) where it performs another pose estimation of the target, before starting the final approach.

The second method, illustrated in Figure 7, consists instead of two Hohmann transfers and some drift times that bring the chaser 250 m below and behind the target ($P_1$ in Figure 7). The advantages of this method are the same.
described in the phasing strategy. In this approach, the drift times are used for the switch-over of navigation sensors and re-evaluation of the relative distance between the two objects, just as the waiting points were used in the first strategy. The schedule of the Hohmann transfers and the amount of drift times can be appropriately tuned to ensure the convergence and accuracy of the navigation filter [4].

From point $P_1$, a free drift of the chaser is allowed until the in-track distance between the two is zero ($P_2$ in Figure 7). During this phase a final estimation of the target’s position is performed from below. An inspection of the target vehicle could also be performed given the relative vicinity of the two vehicles.

Once that the position has been estimated and that the in-track distance
Figure 8: Safety ellipse

is zero, a maneuver using Clohessy-Wiltshire targeting\(^{22}\) (C-W targeting) is performed. It places the chaser into a safety ellipse (SE), ahead of and out of plane of the target. The result of this maneuver, illustrated in Figure 8, is an out of plane relative elliptical trajectory of the chaser around the target, that is fixed with respect to the target and never crosses its V-bar\(^{23}\) (see Figure 8) [4]. The projection of the ellipse on to the radial, cross-track plane (R-bar/H-bar or y/z plane visible in Figure 8) should be a circle of 50 m, thus guaranteeing the minimum distance between the two vehicles. The advantage of this approach lies in the possibility to appropriately design the SE to reach desirable illumination conditions required for the inspection, while guaranteeing at the same time the passive safety of the trajectory. The pose estimation of the target is to be performed while the chaser moves on the SE.

\(^{22}\)Trajectory control based on the initial and final relative states derived from the Clohessy-Wiltshire equations [36].

\(^{23}\)Defined as the horizontal axis of the local-vertical/local-horizontal (LVLH) reference frame.
3.3.3. Close range rendezvous

In both previously mentioned far range rendezvous strategies, the final approach phase begins with the acquisition of the capture axis (see the illustration on the right of Figure 6 and Figure 7). The approach trajectory will vary according to the closing method chosen and the requirements of the robotic capture mechanisms. However, in any case it shall guarantee passive safety and to some extent fuel efficiency. The capture axis will generally be the main axis of rotation of the target body.

Independently of the previous approach strategy, once the capture axis has been reached, the maneuver will consist either in: a) a straight line trajectory, consisting of a series of hold points and constant rate motion within a predefined corridor (illustrated in Figure 6 and Figure 7) or b) in an optimized trajectory that limits as much as possible the active safety requirement and is fuel-efficient.

The final selection of one of the two depends greatly upon the requirements of the robotic capture mechanism that will be defined in future studies. Nevertheless, in both cases the capture approach lasts until the berthing box\textsuperscript{24} is reached or the conditions for the capture are met. In case something goes wrong a CAM is to be performed autonomously by the chaser. It is paramount that the autonomous pose estimation of the target is constantly updated during the capture phase to know at every moment the exact\textsuperscript{25} relative position and attitude of the target.

Once the berthing box has been reached the chaser needs to actively synchronize, within the required boundaries of the capture mechanism, its attitude motion with that of the target. Moreover, the chaser needs to actively maintain its position within the moving berthing box given the natural drifts that would otherwise occur in just few minutes.

3.3.4. The capture and manipulation

Finally, the chaser deploys its robotic capturing mechanism and captures the target. After the attenuation of the shock and residual velocities, the rigid connection between the two spacecrafts is achieved. Transferred angular momentum, form the target to the chaser, is dissipated and the compound

\textsuperscript{24}Defined essentially as a volume within which the chaser must stay in order to create conditions necessary for the capture of the target vehicle. For a more detailed description please refer to [17]

\textsuperscript{25}Within the limits of the pose estimation sensor precision.
is stabilized. At this point the second manipulator will detach an HPM de-orbiting kit\textsuperscript{26} from the chaser and firmly attach it to the target. A preferable attachment position is the main engine of the R/B, given its mechanical properties and alignment with the center of mass of the R/B. The envisioned attachment could use either an expandable umbrella mechanism [7] or the so called corkscrew system [13] or even a clamp mechanism that would rigidly secure the de-orbiting kit to the main engine of the R/B.

Afterward, the chaser will reorient the composite system in the right direction and retreat itself to a safe location while the de-orbiting maneuver is performed. Subsequently, the chaser is free to perform the described sequence again, in order to reach and de-orbit the next object in the sequence.

It is worth noting that the description of the chaser’s robotic capture mechanism is intentionally vague given that its definition will be scope of our future studies.

4. GNC concept

The guidance, navigation and control system has to: a) process the information coming form sensors, b) plan the execution of appropriate maneuvers and c) perform them. Based on the following, the GNC architecture has been defined in this paper as “an abstract description of the entities of a GNC system and the relationship between those entities” [42].

Modularity is seen as one of the key feature of this architecture given that it is envisioned to be built using the open source Robot Construction Kit (ROCK)\textsuperscript{27} software framework specifically developed for robotic systems and with modularity in mind. The ROCK provides a wide variety of tools necessary to develop and test robotic systems for many applications. Particularly, it contains a multitude of ready to use drivers and modules, and can be easily extended adding new components, facilitating the development of the GNC architecture and its implementation onto the robotic hardware, for testing purposes.

Moreover, its open source nature is seen as another advantage, since the developed architecture should be easily accessible and modifiable by the scientific community. Development of the architecture in other platforms is not

\textsuperscript{26}The definition of the HPM de-orbiting kit is out of the scope of the current paper so for further information please refer to the research performed by DeLuca et al. [13].

excluded, given the early stage of the research, but the ROCK framework is at the time of writing the chosen platform.

Figure 9 illustrates the envisioned architecture. It consists of several software modules each responsible for a particular function within the GNC system. As in the research of Nolet and Miller [42], each software module is a set of algorithms capable of executing a particular task. Those modules and their principal tasks are:

1. navigation module: performing the pose estimation of the target
2. guidance module: performing trajectory planning towards the capture axis and ultimately towards the target with safety and fuel-efficiency in mind
3. control module: performing the execution of maneuvers according to the guidance function and suppression of external disturbances

Their more in depth description is illustrated further on in this section. Particular attention is devoted to the individualization and characterization of algorithms chosen for populating relative modules. Their quantitative evaluation and modes of implementation within the GNC architecture is left for a future research.

For the sake of completeness, the robotics module, although not explicitly part of the GNC architecture (see Figure 9) will be described only briefly in this section, due to the initial stadium of our research in this area. A future paper will be dedicated entirely to this topic and its integration with the spacecraft’s GNC architecture.

The MVM and FDIR modules (visible in Figure 9) are not considered at this stage of research although we are well aware of their importance in an autonomous system like this one. This is especially true in the last few meters of the close approach, when CAM capabilities of the chaser spacecraft are usually a requirement.

It is worth noting that the architecture is built having in mind the most critical phase of an ADR mission which is the close range rendezvous. The target of the mission, as described in previous sections, is assumed to be an uncooperative but known (in shape and approximate attitude) Kosmos 3M R/B.

---

28For an explanation of this statement please see Subsection 4.4 on page 39
Figure 9: Autonomous onboard rendezvous and capture control system architecture
4.1. Navigation module

The task of the navigation module is to use a filter to: a) process the information about the states of the chaser and target vehicles\textsuperscript{29} and b) propagate this information in time by using the model of the spacecrafts’ dynamics and information about the imparted commands. This information is then made available to the control and guidance modules for further processing \textsuperscript{[17]}. 

The sensors used by this module are: a LIDAR (in 3D mode), to generate a 3D point cloud of the target, and inertial measurements units (IMUs) (i.e. gyros and/or magnetometers), to eliminate the ambiguity between the pure rotation and translation \textsuperscript{[26]}\textsuperscript{30}.

The reason for choosing a LIDAR is that this active sensor has already been used successfully in space. Moreover, it is relatively insensitive to illumination conditions, and it is usable over a wide range of distances. Moreover, a working unit is present, as of time of writing, in DFKI’s facilities, which means that it could be used for real testing of developed algorithms. The disadvantages of using such a sensor are the power consumption and the required minimum distance between the chaser and the target. Thus, these issues must be taken into account when defining the required onboard power and the characteristics of the robotic capture mechanism.

Regarding the filter algorithms, a thorough survey of possible nonlinear attitude estimation algorithms has been provided by Crassidis et al. \textsuperscript{[10]}. Based on the literature research, we have selected for this module the extended Kalman filter (EKF) and the unscented Kalman filter (UKF).

The desirable features of such an algorithm are: fast convergence, robustness and stability in the whole state space of the mission \textsuperscript{[42]}. The EKF has been used quite extensively in the aerospace industry in the last few decades, given the right balance it offers between the computational requirements and performance. Moreover, it has the same mathematical scheme of the traditional KF, but, it has the advantage of being used in nonlinear systems, such as ours. All this made it a good candidate as the baseline filter technique. However, the convergence and robustness of the algorithm are not a priori guaranteed as in case of the KF. Additionally, the\textsuperscript{\textsuperscript{29}Coming from different sensors.}
\textsuperscript{\textsuperscript{30}Eventual use of other sensors like star trackers and/or Earth/Sun sensors should eventually be taken into account for updating the measurements of gyros due to their inevitable drift over time.}
need to calculate the Jacobian functions might prove difficult, if the functions of the dynamics or measurements prove not to be differentiable [42].

Hereafter, we present a generic EKF algorithm omitting some theoretical considerations. More detail on the presented algorithm can be found in [56].

The basic idea behind the EKF is to estimate the state of a discrete-time nonlinear dynamic system that can be described with [56, 29]:

\[ x_{k+1} = F(x_k, u_k, v_k) \]  \(1\)

\[ y_k = H(x_k, n_k) \]  \(2\)

where \(x_k\) is the unobserved state of the system, \(u_k\) is a known control input vector, \(y_k\) is the observed measurement signal, \(v_k\) is the process noise and \(n_k\) is the observation noise. The system dynamic models, represented by the functions \(F\) and \(H\), are assumed to be known.

The EKF, like all Kalman filters is a recursive process which uses the dynamic model of the system to make an estimate of its current state and correct it using measurement updates. With this in mind, the explicit equations of a generic EKF algorithm are what follows [56]:

Initialize with:

\[ \hat{x}_0 = \mathbb{E}[x_0] \]  \(3\)

\[ P_{x_0} = \mathbb{E}[(x_0 - \hat{x}_0)(x_0 - \hat{x}_0)^T] \]  \(4\)

For \(k \in \{1, \ldots, \infty\}\), the time update equations of the extended Kalman filter are:

\[ \hat{x}_k^- = F(\hat{x}_{k-1}, u_{k-1}, \bar{v}) \]  \(5\)

\[ P_{x_k^-} = A_{k-1} P_{x_{k-1}} A_{k-1}^T + B_k R^v B_k^T \]  \(6\)

and the measurement update equations are:

\[ K_k = P_{x_k^-} C_k^T (C_k P_{x_k^-} C_k^T + D_k R^n D_k^T)^{-1} \]  \(7\)

\[ \hat{x}_k = \hat{x}_k^- + K_k (y_k - H(\hat{x}_k^-, \bar{n})) \]  \(8\)
\[ P_{x_k} = (I - K_k C_k) P_{x_k}^{-} \]

where \( A_k \triangleq \frac{\partial F(x, u_k, \bar{v})}{\partial x} \big| \hat{x}_k \), \( B_k \triangleq \frac{\partial F(\hat{x}_k - u_k, v)}{\partial v} \big| v \), \( C_k \triangleq \frac{\partial H(x, \bar{n})}{\partial x} \big| \hat{x}_k \), \( D_k \triangleq \frac{\partial H(\hat{x}_k - u_k, n)}{\partial n} \big| \bar{n} \); \( R_v \) and \( R_n \) are the covariances of \( v_k \) and \( n_k \), respectively; \( x_0 \) is the initial state of the system; \( P_{x_0} \) is the expected initial state error; \( \hat{x}_k \) is the optimal prediction (i.e. prior mean) of \( x_k \); \( P_{x_k}^{-} \) is the prediction of the covariance of \( x_k \); \( K_k \) represents the optimal gain term at the step \( k \) and \( I \) is the identity matrix. \( \bar{n} \) and \( \bar{v} \) are the values of the noise means and are equal to \( E[n] \) and \( E[v] \), respectively. The superscript \((-)\) indicates a value prior to a state update and \((\wedge)\) indicates an estimated value.

The UKF on the other hand has not been yet used in space, but, given that it does not require the computation of the Jacobian functions, it has the advantage of ease of implementation over the EKF. Moreover, with respect to the EKF its should present: lower error, faster convergence and higher-order expansions. Its disadvantage is that it requires as much as twice the computational load [42, 10].

The basic idea behind the UKF is to use a deterministic sampling approach to capture the mean and covariance estimates with a minimal set of points, instead of linearizing a nonlinear function using Jacobian matrices [29]. Hereafter, we present a generic UKF algorithm omitting some theoretical considerations, as we did in case of EKF. More detail on the presented algorithm can be found in [56].

A generic UKF algorithm can be described by the following [56]:

Initialize with:

\[ \hat{x}_0 = E[x_0] \]  \hspace{1cm} (10)

\[ P_0 = E[(x_0 - \hat{x}_0)(x_0 - \hat{x}_0)^T] \]  \hspace{1cm} (11)

\[ \hat{x}_0^a = E[x^a] = [ \hat{x}_0^T \ 0 \ 0 ]^T \]  \hspace{1cm} (12)

\[ P_0^a = E[(x_0^a - \hat{x}_0^a)(x_0^a - \hat{x}_0^a)^T] = \begin{bmatrix} P_0 & 0 & 0 \\ 0 & R_v & 0 \\ 0 & 0 & R_n \end{bmatrix} \]  \hspace{1cm} (13)

For \( k \in \{1, \ldots, \infty\} \),
Calculate sigma points:

\[ X^a_{k-1} = \begin{bmatrix} \hat{x}_a^{k-1} & \hat{x}_a^{k-1} + \gamma \sqrt{P_{k-1}} & \hat{x}_a^{k-1} - \gamma \sqrt{P_{k-1}} \end{bmatrix} \]  

(14)

Time update equations are:

\[ X^x_{k|k-1} = F[X^x_{k-1}, u_{k-1}, X^v_{k-1}] \]  

(15)

\[ \hat{x}_k^- = \sum_{i=0}^{2L} W_i^{(m)} X_{i,k|k-1}^x \]  

(16)

\[ P_k^- = \sum_{i=0}^{2L} W_i^{(c)} [X_{i,k|k-1}^x - \hat{x}_k^-][X_{i,k|k-1}^x - \hat{x}_k^-]^T \]  

(17)

\[ Y_{k|k-1} = H[X^x_{k|k-1}, X^n_{k-1}] \]  

(18)

\[ \hat{y}_k^- = \sum_{i=0}^{2L} W_i^{(m)} Y_{i,k|k-1} \]  

(19)

Measurement update equations are:

\[ P_{\tilde{y}_k} = \sum_{i=0}^{2L} W_i^{(c)} [Y_{i,k|k-1} - \hat{y}_k^-][Y_{i,k|k-1} - \hat{y}_k^-]^T \]  

(20)

\[ P_{x_k \tilde{y}_k} = \sum_{i=0}^{2L} W_i^{(c)} [X_{i,k|k-1} - \hat{x}_k^-][Y_{i,k|k-1} - \hat{y}_k^-]^T \]  

(21)

\[ K_k = P_{x_k \tilde{y}_k}^{-1} \tilde{y}_k \]  

(22)

\[ \hat{x}_k = \hat{x}_k^- + K_k(y_k - \hat{y}_k^-) \]  

(23)

\[ P_k = P_k^- - K_k P_{\tilde{y}_k} K_k^T \]  

(24)

where \( x^a = [x^T \ v^T \ n^T]^T \), \( X^a = [ (X^x)^T (X^v)^T (X^n)^T ]^T \), \( \gamma = \sqrt{(L + \lambda)} \); \( \lambda \) is a composite scaling parameter; \( L \) is a dimension augmented state; \( R^v \) is process noise covariance; \( R^n \) is measurement noise covariance.
$W_i$ are weights as expressed in [56]; $\tilde{y}_k = y_k - \hat{y}_k$, $X$ is a matrix of $2L + 1$ sigma vectors $X_i$ as defined in [56] and $Y_i = f(X_i) i = 0, \ldots, 2L$.

In order to use the mentioned algorithms, the single pose estimation of the target needs to be calculated. This is done in our case by using the open source Point Cloud Library (PCL)\textsuperscript{31}. The C++ library is already integrated into the ROCK framework and contains all the state of the art algorithms for 3D point cloud processing. The only hurdle that we think could appear is the significant amount of resources that such kind of library generally requires given its terrestrial nature\textsuperscript{32}. Thus, a quantitative evaluation of the required resources of the library for our purposes is a next logical step to assess its usability on a robotic spacecraft such as ours. However, this approach if viable, would significantly speed up the implementation of the navigation module and ultimately of the whole architecture.

4.2. Guidance module

The task of the guidance module is to define, in time, a set of nominal values that will be used by the control module as a reference for the required maneuvers [17]. More specifically, the guidance function has to perform, based on the mission phase, the following actions [17]:

- calculate the execution and the duration time of boost maneuvers
- calculate the position and velocity profiles for closed loop controlled trajectories and hold points
- calculate the attitude and angular rate profiles
- calculate the instantaneous position of the center of mass of the spacecraft in the vehicle body frame based on the consumption of the propellant during the mission

In case of an ADR mission the most critical task of the guidance module is the path planning of the final approach trajectory. The criticality of this trajectory is principally given by the stringent safety requirement (in particular the passive safety requirement) that such phase of the RV involves. Nevertheless, the safety is not the only desirable feature that such trajectory should

\textsuperscript{31}Url: http://pointclouds.org/.

\textsuperscript{32}Or in other words, the library was build with terrestrial applications in mind.
have. Other features that should be considered by the relative path planing algorithm are the propellant consumption, the robustness to perturbations, the plume impingement and the line of sight. Moreover, low computational capabilities of space qualified computers limit quite heavily the number of algorithms that could be practically applied. Thus, this additional requirement should be also taken into consideration during the research for the best possible path planing algorithm [42].

Numerous methods have been developed during the years to solve this optimization problem, as it has been mentioned in Subsection 2.3. The ones we selected for this concept based on the literature research are the inbound decelerating glideslope algorithm and the MILP-based path planing algorithm developed by Breger and How [6].

The glideslope algorithm, similarly to the EKF described in the previous subsection, has been extensively used in space for real time trajectory planning. The reason behind this lies in its simplicity, robustness and low computational requirements [42, 19]. Moreover, it has been successfully used for autonomous docking of SPHERES microsatellites [42]. Thus, the inbound decelerating glideslope algorithm was the clear choice for a baseline of our guidance module. The algorithm is especially suited for straight line approaches given that it calculates the velocity profile in the phase plane, using a finite number of thruster commands. This makes it a hybrid algorithm incorporating also a velocity control, that, if paired with another control algorithm, could be used directly for planning and executing the approach along and transverse to the capture axis. In addition, it does incorporate some sort of plume impingement feature, given that it reduces the amount of thrust towards the end of the trajectory. Nonetheless, it does not account for the propellant consumption or passive safety of the trajectory [42], which, was the motivation for the selection of another more advanced algorithm that could ultimately solve the above mentioned optimization problem.

The generic mathematical expression of the inbound decelerating glideslope algorithm can be described with the following equation [42]:

\[
\dot{\rho} = a\rho + \dot{\rho}_T
\]

(25)

where \(\rho\) is the linear distance between the chaser and target, \(\dot{\rho}\) is the approach velocity, \(\dot{\rho}_T\) is the desired arrival velocity and \(a\) is the glideslope \((-0\). The solution of the previous differential equations is [42]:
\[ \rho(t) = \rho_0 e^{at} + \frac{\dot{\rho}_T}{a} (e^{at} - 1) \]  

The total time of the maneuver that the spacecraft employs to go from a \( \rho_0 \) to 0 can be calculated with the following expression [42]:

\[ T = \frac{1}{a} \ln \left( \frac{\dot{\rho}_T}{\rho_0} \right) \]  

More detail on the presented algorithm can be found in [19].

The MILP-based path planning algorithm selected as the advanced algorithm for the guidance module is the one developed by Breger and How [6]. The following is its generic formulation omitting some theoretical considerations. For more information please refer to [6].

A linearized dynamics of a chaser spacecraft being in a state \( x_k \), at time \( k \) can be written as [6]:

\[ x_{k+1} = A_d x_k + B_d u_k \]  

where \( A_d \) and \( B_d \) are the state transition matrix and the discrete input matrix for a single time step, and \( u_k \) is the input vector at the step \( k \).

The state of the spacecraft at any future step \( k \) can be described by [6]:

\[ x_k = A_d^k x_0 + \begin{bmatrix} A_d^{k-1} B_d & A_d^{k-2} B_d & \ldots & A_d B_d & B_d \end{bmatrix} \begin{bmatrix} u_0 \\ \vdots \\ u_{k-1} \end{bmatrix} \]

\[ = B^2 + 2 \left( r_g^2 + 2 x_0 x - x_0^2 - r_k^2 \right) + \frac{\left( r_g^2 + 2 x_0 x - x_0^2 - r_k^2 \right)^2}{B^2} \]  

where \( \Gamma_k \) is the discrete convolution matrix.

To solve the optimization problem the cost function that penalizes exclusively the fuel usage is used [6]:

\[ J = \sum_{i=0}^{N-1} \|u_i\|_1 \]  

where the 1-norm cost is used to take into account the fuel expenditure. This way the optimization problem can be formed to optimize the control input command and, at the same time, constrain the states of the system [6].
With this in mind the selected MILP algorithm consists of the optimization of the following [6]:

\[ J^* = \min_{u_0, \ldots, u_{N-1}} \sum_{i=0}^{N-1} \|u_i\|_1 \]  

\[ u_{\min_k} \leq u_k \leq u_{\max} \quad \forall k \in \{0, \ldots, N - 1\} \]  

\[ A_{\text{LOS}} x_k \leq b_{\text{LOS}} \quad \forall k \in \{1, \ldots, N\} \]  

\[ A_{\text{Term}} x_N \leq b_{\text{Term}} \]  

\[ x_{FT_k} \notin \mathcal{T}_k \quad \forall k \in \{T + 1, \ldots, N + S\}, \forall \mathcal{T} \in \mathcal{F} \]  

where Equation 32 constrains directly the input at each time step between the vector bounds \( u_{\min_k} \) and \( u_{\max} \); Equation 33 describes the requirements of a line-of-sight (LOS) (with respect to the target satellite); \( A_{\text{LOS}} \) and \( b_{\text{LOS}} \) describe the states within the LOS cone at step \( k \); Equation 34 describes, through the state terms \( A_{\text{Term}} \) and \( b_{\text{Term}} \), the terminal constrain at the end of the planning horizon, that, the spacecraft must achieve for a safe docking; and finally Equation 35 defines the safety horizon, i.e. the period of time after a failure during which both spacecrafts are guaranteed not to collide. In the latter equation \( x_{FT_k} \) is a chaser state at some step \( k < N \), in the planning horizon, after an occurred failure at a step \( T \) and is defined by Breger and How [6] as:

\[ x_{FT_k} = A_d^{k-N} x_{FT_N} \quad \text{for } k \geq N \]  

In Equation 35 \( \mathcal{T}_k \) defines the set of position states occupied by the target, \( S \) is a number of steps the safety horizon lasts, after the end of the nominal trajectory and \( \mathcal{F} \) is the set of every potential failure time at which the system must guarantee collision avoidance even during the GNC system shutdown [6].

Starting from this algorithm it is possible to expand it even further to guarantee a longer safety horizon and at the same time prevent failure trajectories from drifting away from the target. To achieve this, invariant formulation of the algorithm must be made. This is done by constraining the state of
the chaser in the failure trajectory at some step \( k \) to be the same one full orbit after \( k \). Mathematically this is done by adding another constrain to the algorithm described by Equations 31-35 [6]:

\[
x_{FT_k} = A_{0}^{N_0} x_{FT_N} \text{ for } k \geq T
\]

where \( N_0 \) is the number of steps in an orbit. The state of the chaser is propagated forward using a linear state transition matrix.

With this formulation all failure orbits are guaranteed to be invariant with respect to the target, which means that if the invariance constrains are properly imposed, all failure trajectories will result in circular trajectories relative to the target at no fuel expenditure.

When compared with a strict V-bar straight line approach, the fuel savings, that Breger and How [6] were able to obtain in their case study with the invariant formulation of the algorithm, were significant, around 9 times. However, solving this type of algorithm requires quite intensive calculations which makes its real-time implementation very difficult. A solution to this problem could be to use a linear programing (LP) formulation that allows the reduction of the computational load 150 times, while reducing the fuel optimality by only two times. This was done by Breger and How [6] by using the convex safety formulation, as opposed to the nonconvex safety formulation mentioned until now. The latter requires the chaser to remain outside a collision avoidance region while the former constrained the failure trajectories to a region known not to contain the target [6]. Mathematically this is achieved by adding to the algorithm described until this point (see Equations 31-37) the convex safety constrains [6]:

\[
H_y x_{FT_k} \geq y_{min} \forall k \in \{T + 1, \ldots, N + S\}
\]

where \( y_{min} \) is the maximum in-track position of the spacecraft and \( H_y \) is a row vector that extracts the scalar in-track component.

4.3. Control module

The task of the control function is to generate appropriate commands (i.e. control forces and torques) to achieve the nominal attitude and trajectory, according to the discrepancies of the actual state vector form the desired one. Additionally, it has to ensure the stability of the vehicle [17]. In homing and closing phases this is done by controlling separately the attitude and the trajectory by using open loop maneuvers based on the initial and final relative
As the distance between the two objects reduces the accuracy requirements become more stringent and the closed loop control must be employed [17]. This is particularly true for the final approach phase, where the maximum relative distance is only 50 m in our mission scenario.

A single-input-single-output (SISO) control system can be used to control separately the translation and the rotation of the chaser until very few meters form the target, given that the coupling between the two is relatively small. In close proximity however, the mentioned motions are coupled and a multiple-input-multiple-output (MIMO) control should be considered. This requirement is nevertheless less stringent in a case such as ours where the chaser has to acquire a berthing box and not a particular docking port [17].

These considerations indicate that for the last few meters, the control module requires an advanced multi-variable controller. Other desirable features of the controller are the stability, robustness and fuel efficiency [42]. For this purpose a great deal of research has been preformed, as mentioned in Subsection 2.3. Based on those researches we have selected in particular two controllers: the proportional-integral-derivative (PID) and the LQR. The PID was chosen to represent a baseline for the control module, given its proven usage in space, low computational requirements and general robustness [42]. The LQR, on the other hand, was selected as a more advanced controller capable of dealing with the optimization process [42].

The PID is a well known, commonly used controller which has a proven space heritage. It does not solve the optimization problem, but, in comparison to the others, is easier to implement and could potentially deliver a higher degree of accuracy [42]. The “textbook” version of the continuous-time PID controller can be represented by [20]:

\[
 u(t) = u_0 + K_p e(t) + \frac{K_i}{T_i} \int_0^t e d\tau + K_d \dot{e}(t) \tag{39}
\]

where \(u_0\) is the control bias or manual control value to be tuned accordingly, \(u\) is the control command output, \(e\) is the controller error defined as:

\[
 e(t) = r(t) - y(t) \tag{40}
\]

where \(r\) is the reference and \(y\) is the measured process.

However, given the discrete nature of the GNC architecture, this standard form is not suitable to be implemented in it. For this we need a discrete-time
expression of Equation 39. Following the discretization implemented in [20],
the expression of the discrete-time PID controller is what follows [20]:

\[
u(t_k) = u(t_{k-1}) + [u_0(t_k) - u_0(t_{k-1})] + 
+ K_p [e(t_k) - e(t_{k-1})] + 
+ \frac{K_p T_s}{T_i} e(t_k) + 
+ \frac{K_p T_s}{T_s} [e(t_k) - 2e(t_{k-1}) + e(t_{k-2})]
\] (41)

where \( u(t_k) \) is a control command at the step \( t_k \) and \( T_s \) is a time step or sampling interval (i.e. typically 0.1 s in commercial controllers).

LQRs, on the other hand, have never been used in space despite they are a class of well established algorithms in the control community. However, they have been used in more than one occasion for theoretical studies of close range proximity operations given their design flexibility and inherent ability to optimize cost functions. They have the same computational requirements as the PID, but are more difficult to implement [42]. Hereafter, a generic form of a typical LQR algorithm is presented omitting some theoretical considerations. More detail on the presented algorithm can be found in [52, 42].

Let us first define a discrete time-variant controllable system as what follows [42]:

\[
x_{k+1} = A_k x_k + B_k u_k
\] (42)

where \( x_k \) is a state vector at time \( t_k \), \( A_k \) and \( B_k \) are dynamic and control matrices, respectively, and \( u_k \) is a control input vector. With that in mind, the optimization problem consist in finding the control gain matrix \( K_k \) that minimizes the quadratic cost function, \( J \), associated with the state and control inputs, over a finite horizon of steps, \( N \) [42]:

\[
J = x_N^T Q_f x_N + \sum_{i=0}^{N-1} (x_i^T Q x_i + u_i^T R u_i)
\] (43)

where

\[
Q = Q^T \geq 0
\] (44)
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\[ Q_f = Q_f^T \geq 0 \]  \hspace{1cm} (45)

\[ R = R^T > 0 \]  \hspace{1cm} (46)

The optimal control input has the following form \[42\]:

\[ u_k = K_k x_k \]  \hspace{1cm} (47)

where the optimal gain matrix, which solves the problem is calculated using:

\[ K_k = -(R + B_k^T P_{k+1} B_k)^{-1} B_k^T P_{k+1} A_k \]  \hspace{1cm} (48)

and \( P_k \) satisfies the algebraic Riccati equation

\[ P_{k-1} = Q + A_k^T P_k A_k - A_k^T P_k B_k (R + B_k^T P_k B_k)^{-1} B_k^T P_k A_k \]  \hspace{1cm} (49)

The recursion process for \( P \) is initiated with the following equation \[42\]:

\[ P_N = Q_f \]  \hspace{1cm} (50)

and is solved backward in time (i.e. from \( k = N, \ldots, 1 \)).

It is worth noting that, the weight matrices \( Q, Q_f \) and \( R \) are to be determined and tuned appropriately by the user to meet the required behavior of the controller \[42\].

Their nonlinear counterparts, the SDRE controllers, appear even more attractive, given their ability to account for perturbations and nonlinear relative dynamics of an ADR mission. The only disadvantage is that they generally require significant computational power. One approach to solve this was developed by Di Mauro \[14\], but given the novelty of the approach we have to perform further in depth research and quantitative analysis to rule in or out this intriguing nonlinear technique.

4.4. Robotics module

The tasks of the robotics module are essentially to:

1. control the capture of a tumbling target, by means of a robotic manipulator
2. stabilize the compound (i.e. chaser plus target), while limiting the transfer of the angular momentum from the target to the chaser.

These tasks are readily solved on ground, however, in space, the control problem arises from the fact that any motion of the manipulator exerts reaction effects on the mounting spacecraft. This leads to a series of constraints that a control architecture of a free-floating\textsuperscript{33} robotic spacecraft must take into consideration during the operation of its manipulator. The most prominent are [15]:

1. generalized Jacobian is required to derive the orientation of the spacecraft
2. robot kinematics are affected by dynamic properties of both the spacecraft and the manipulator
3. dynamic singularities, function of both robot kinematics and dynamic properties of the manipulator and the spacecraft, occur in the workspace of the robot
4. joint angle configuration is path dependent due to the non-holonomic redundancy

Moreover, due to the very small magnitude of the existing dissipative forces in orbit, the control architecture of the robotic spacecraft must limit the impact forces and torques transmitted to the target body during the contact phase. At the same time, the control architecture must optimize the configuration of the robotic spacecraft during the pre-impact phase to counteract the angular momentum of the target spacecraft once the latter is safely grasped (i.e. during the post-impact phase).

Up until now, there has been a vast amount of literature covering various phases of the robotic capture of an uncooperative target, but, just as in case of a GNC, it is difficult to choose one method which could readily solve the entire problem. Moreover, most of the studies concentrate on individual operations [61] without considering the whole control problem of the capture process. Furthermore, most of the proposed methods are developed having in mind only the limited resources of an on-board computer. Thus, they

\textsuperscript{33}Free-floating operational mode of a robotic spacecraft implies that the motion of the spacecraft in reaction to the movement of its manipulator is allowed, while in the case of a free-flying mode the spacecraft’s pose will be actively maintained in the operational space by its attitude control system.
frequently do not guarantee a feasibility of a planned trajectory and do not exploit the nonlinear nature of the robot kinematics to optimize the grasping of a tumbling target [28].

The proposed control architecture, illustrated in Figure 10, is divided into two modules: an onboard (i.e. on-line) and on ground (i.e. off-line). The latter consists of target motion simulation and prediction module along with a motion planner based on learning algorithms. The former instead resides within the robotics module, outside the GNC architecture (see Figure 9), in order to enhance the computational efficiency of the onboard computer [15]. It uses the calculated off-line solution as an initial guess for the trajectory generation and control of the robotic arm in real time. The reason behind this division lays in the computational requirements of the motion planner, that can not be performed in a reasonable time with the computational power of nowadays onboard computers. Moreover, it is worth noting that this computationally intensive task has to be performed just once given the dynamic properties of the robotic chaser spacecraft and the target’s geometry. Thus, it makes more sense to do it on ground and upload it to the spacecraft before the capture maneuver.

The described control architecture uses coordinated manipulator/spacecraft motion control, known in terrestrial robotics as full body control, to optimize the whole configuration of the robotic spacecraft, during the grasping task, and limit the transmitted angular momentum from the target body to the base spacecraft, after the grasping task.

The off-line motion planner will be based on a machine learning and will be dedicated to the one time, off-line identification of: a) a best suitable grasping point, b) workspace analysis and c) reachability optimization. Two possible methods were identified for this calculation: a) the black box approach and b) the parametrization. In the first case, the learning algorithm selects and evolves on its own the most suitable outputs for the optimization process, starting from current states of the chaser and target. However, it should be noted that this approach is only feasible for more or less simple optimization problems or in case the search space is well defined. Outside these boundaries the algorithm could simply fail to perform the optimization process. The second approach instead relies on an operator to select

\footnote{The individuation of a particular learning algorithm is still work in progress thus at the time of being no specific learning algorithm is mentioned in this paper.}
Figure 10: Concept of robotic control architecture
the outputs to be optimized and parametrize them so that they can be then evolved by a learning algorithm. This approach assures desired performance of the optimized configuration, although, the first method appears the most interesting one since it could give birth to new and unexpected configurations. Nevertheless, the expertise and knowledge of an operator cannot be replaced by the first method. Thus, the best solution would be to use the black box approach as a starting point of a further optimization process based on parametrization of the selected outputs.

The expected advantages of the proposed control architecture over the existing methods would be:

1. manipulator and base spacecraft motions would be constrained
2. dynamic singularities would be avoided
3. dynamic coupling would be used to facilitate the capture maneuver
4. angular momentum of the whole system would be significantly limited

4.5. Validation

The development of a GNC architecture is however just one piece of the puzzle given that the developed architecture will need to be appropriately tested. However, difficulties in computer rendering of the space scene, as observed by chaser’s navigation sensors (e.g. LIDAR, IR and optical cameras), as well as modeling of the dynamics of the coupled system, might prove arduous task. Thus, an initial software testing must be followed by a hardware in the loop (HIL) testing in order to assess the adequacy of the developed architecture. A system capable of performing such a task is the HIL simulation system for orbital rendezvous maneuvers at DFKI-RIC, that was developed in the INVERITAS project [44]. The facility is located in a 24m long, 12m wide and 10m high hall. It uses a cable robot system able to move a chaser platform, of up to 150kg, in three dimensions, with one rotational axis. One industrial robotic arm is used for the movements of a target vehicle. Both systems move the chaser and the target according to a real-time software simulation of orbital dynamics, so that the relative movement of both objects inside the facility matches the movements that would occur in orbit. The system can simulate an approach of up to 16.5m inside the available operational space. The lighting system simulates the in-orbit illumination conditions eliminating the need of computer rendering of the space scene.
5. Conclusion and future work

Up until recently the space debris issue was seen as something straight out of the science fiction. Today, thanks to two recent unfortunate collision events (one of which was intentional) and in depth studies, the space debris issue has gained more visibility. Nevertheless, the problem remains and if we do not act quickly the access to space, as we know it today, could be just the thing of the past. Thus, an active removal of intact hardware has to be preformed routinely in the next few hundred years if we are going to stabilize the space debris environment. In order to do this, space technologies need to make a significant leap forward. Most of those technologies are related to the GNC system and to the ability of a chaser spacecraft to autonomously detect, approach and capture a target.

Within this context, this paper presents a preliminary design of a GNC architecture envisioned specifically to tackle the ADR problem by means of a robotic system. Current state of the-art architectures are either envisioned for automatic systems, with humans in the loop, or they lack the ability to deal with the robotic capture phase. The GNC architecture presented here should fill that gap by including state of the art algorithms and a robotics module. Moreover, its modular structure based on the open source ROCK framework should enable the scientific community to quickly and easily modify the architecture to its own needs, once completed. Given the preliminary status of the concept, further quantitative evaluation of the selected algorithms will be performed in order to define the final structure of the concept in the near future. Moreover, the possibility of incorporating the desirable MVM and FDIR capabilities into the architecture will also be evaluated. The development of the robotics module is already one of our research goals and will be illustrated in more depth in a future paper.
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